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Surface reflection is an important phenomenon that must be taken into account when studying sea
surface infrared emissivity, especially at large observation angles. This paper models analytically the
polarized infrared emissivity of one-dimensional sea surfaces with shadowing effect and one surface re-
flection, by assuming a Gaussian surface slope distribution. A Monte Carlo ray-tracing method is em-
ployed as a reference. It is shown that the present model agrees well with the reference method. The
emissivity calculated by the present model is then compared with measurements. The comparisons show
that agreements are greatly improved by taking one surface reflection into account. TheMonte Carlo ray-
tracing results of sea surface infrared emissivity with two and three reflections are also determined.
Their contributions are shown to be negligible. © 2011 Optical Society of America
OCIS codes: 290.5880, 000.5490, 010.4450, 260.3060, 280.0280.

1. Introduction

Infrared emissivity of oceanic surfaces in atmo-
spheric transmission windows is an important
parameter in environment remote sensing. Direct
infrared emissivity (named zero-order, as no surface
reflection is considered) of sea surfaces has already
been studied thoroughly. The shadowing effect is
essential when studying the direct emissivity of a
rough surface and, in particular, at large observation
angles. The model of Masuda et al. [1] introduced a
shadowing term to evaluate the shadowing effect,
whereas Bourlier [2] employed a shadowing function.
Fauqueux et al. [3] developed a multiresolution mod-
el of sea infrared emissivity, in which the shadowing
term of Masuda et al. was used.

In practice, it is necessary to obtain the sea surface
emissivity with an accuracy of 5 × 10−3 [4]. However,
this accuracy is not achieved by direct emissivity
models. Compared with experimental data obtained
by Smith et al. [5] and Niclòs et al. [6], the direct
emissivity model of Masuda et al. [1] shows a

difference of about 2–3 × 10−2 at large observation
angles. As a result, it is necessary to take the emis-
sivity with surface reflections into account.

Several authors tried to include surface reflections
in their emissivity models. The main difficulty lies in
the derivation of the probability of observing surface
reflections, which is called the nth-order illumination
function, where n denotes the number of surface re-
flections. Instead of using a high-order illumination
function, Watts et al. [7] and Wu and Smith [4] both
defined empirically the probability of observing sur-
face reflections by defining an ambiguous cutoff an-
gle. As little information is available to help define
the cutoff angle, the resulting emissivity greatly
changes with the cutoff angle value, which leads to
a large uncertainty. Masuda [8] built a weighting
function so that he did not have to define an exact
cutoff angle. However, the resulting emissivity with
one surface reflection does not agree with the result
computed from the Monte Carlo ray-tracing method
(see Subsection 4.C for discussion). Henderson et al.
[9] developed a Monte Carlo ray-tracing method to
evaluate sea surface emissivity with surface re-
flections. The Monte Carlo ray-tracing model gives
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reliable results for infrared wavelengths, but the dis-
advantage is that the computation time ismuch long-
er [10] than that of an analytical model. Bourlier [11]
developed a statistical nth-order illumination func-
tion to calculate the sea infrared emissivity with sur-
face reflections. It is shown that Bourlier’s first-order
illumination function underestimates the surface
reflection effect. In consequence, the first-order emis-
sivity is also underestimated. Li et al. [10] developed
a first-order illumination function whose result
agrees very well with that of a Monte Carlo ray-
tracing method. It can be promising to derive the
first-order emissivity by adopting this illumination
function.

The above emissivity models do not take polariza-
tion into account, except for that of Henderson et al.
[9]. It is reported that infrared emission of sea sur-
faces is partially polarized at large observation an-
gles [12,13]. Shaw and Marston [13] determined
the degree of polarization (DOP) of the sea surface
infrared emissivity from the direct emissivity model
of Masuda et al. [1]. However, surface reflections are
not taken into account.

This paper develops an analytical model that de-
termines the infrared emissivity with one reflection
of a one-dimensional (1D) sea surface, by adopting
the statistical first-order illumination function of
Li et al. [10] and the emissivity model of Bourlier
[11]. Polarization is also taken into account. The geo-
metric optics approximation (GO), which describes
the rough surface as a series of continuous smooth
facets, is assumed to be valid, whichmeans that spec-
ular reflections are considered. All the angles in this
paper are oriented, with clockwise being the positive
direction.

This paper is organized as follows: in Section 2,
emissivity without surface reflection is briefly
recalled. In Section 3, emissivity with one surface
reflection is derived. Polarization is taken into ac-
count, and the DOP is derived. In Section 4, numer-
ical results of the infrared emissivity are simulated
and compared with the results of a Monte Carlo ray-
tracing method and then with measurements.
Section 5 gives concluding remarks.

2. Emissivity without Surface Reflections

Zero-order (without surface reflections) infrared
emissivity of a rough surface has been well studied
[1–3]. In this section, the statistical model of Bourlier
[2] is adopted and summarized, and it is extended
later to higher orders (with surface reflections).

The GO is valid if [14]

2πρc cos3 χ0 ≫ λ; ð1Þ

where λ is the studied wavelength and ρc is the sur-
face local radius of curvature. χ0 is the local incidence
angle, corresponding to the angle between the nor-
mal to the facet and the observation direction. This
paper deals with the infrared domain, which means
that λ is of the order of 10 μm. The surface local

radius of curvature ρc of the capillary waves of the
sea surface is of the order of 1 cm. In this case,
Eq. (1) is valid for cos χ0 ≫ 0:025, which corresponds
to a local incidence angle close to 90° (cos 88:5° ≈
0:025). As a result, the GO is assumed to be valid
throughout the paper.

In this paper, a 1D rough surface is considered. The
geometry of the zero-order emissivity is shown in
Fig. 1. A coordinate system xz is defined, with x̂ being
the horizontal direction toward the sensor and ẑ
being the zenith direction.

An arbitrary point M0 of the rough surface, with
height ζ0 and slope γ0, is considered. The ray M0ðθÞ
is the emission ray, with θ being the observation an-
gle. The vector n̂0 ¼ ð−γ0; 1Þ=ð1þ γ20Þ1=2 is the unitary
normal vector of the facet at point M0. The unitary
vector of the emission ray M0ðθÞ is denoted as m̂0 ¼
ðsin θ; cos θÞ. Thus, the local incidence angle χ0 is
given by

cos χ0 ¼ n̂0 · m̂0 ¼
cos θ − γ0 sin θ
ð1þ γ20Þ1=2

: ð2Þ

The zero-order infrared emissivity of a 1D surface is
given by [2]

ε0;V;H ¼ h½1 − jrV;Hðχ0Þj2�g0S0ðμ; γ0; ζ0Þi0; ð3Þ

where h� � �i0 stands for the zero-order statistical
average:

h� � �i0 ¼
Z þ∞

−∞

Z þ∞

−∞

� � �pðζ0; γ0Þdζ0dγ0; ð4Þ

where pðζ; γÞ is the joint probability density function
(PDF) of the heights and the slopes of the surface.

The term ½1 − jrV ;Hðχ0Þj2� is the zero-order local
emissivity of the facet at point M0, where rV;H is
the Fresnel reflection coefficient. The subscripts V
and H stand for V polarization (the electric vector
is parallel to the plane of incidence) and H polariza-
tion (the electric vector is orthogonal to the plane of
incidence), respectively. The Fresnel reflection coeffi-
cients are given by

rVðχÞ¼
ncosχ − cosχ0
ncosχþ cosχ 0 ; rHðχÞ¼

cosχ −ncosχ 0
cosχþncosχ0 ; ð5Þ

where n is the sea refraction index. χ is the local in-
cidence angle, whereas χ0 is the local refraction angle
given by Snell’s law: sinðχ0Þ ¼ sinðχÞ=n.

Fig. 1. Geometry of zero-order emissivity (without surface
reflection).
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The term g0 in Eq. (3) results from projecting the
area of the facet onto the orthogonal direction of the
observation direction. It is given by

g0 ¼ 1 − γ0 tan θ: ð6Þ
S0ðμ; γ0; ζ0Þ is the zero-order illumination function,

which gives the probability that point M0 is viewed
by the sensor. In this paper, the illumination function
of Smith [15] is adopted. It is given by

S0ðμ; γ0; ζ0Þ ¼ ϒðμ − γ0ÞFðζ0ÞΛðμÞ; ð7Þ
where μ ¼ cot θ is the slope of the emission ray. FðζÞ
is the surface height ζ cumulative density function:

FðζÞ ¼
Z ζ

−∞

pζðtÞdt: ð8Þ

ΛðμÞ is related to the slope μ of the emission ray, and
it is given by

ΛðμÞ ¼ 1
μ

Z þ∞

μ
ðγ − μÞpγðγÞdγ: ð9Þ

When deriving S0ðμ; γ0; ζ0Þ, the joint PDF
pðζ0; γ0; ζ0; γ0Þ of the heights and the slopes of two
points M0 and M0 of the surface is involved [15],
where point M0 is the intersection of the emission
ray and the surface. Equation (7) ignores the correla-
tion between the heights and the slopes of points M0
and M0, which means that the distributions of the
slopes and the heights are independent. The joint
PDF pðζ0; γ0; ζ0; γ0Þ can be expressed as the product
of the corresponding PDFs:

pðζ0; γ0; ζ0; γ0Þ ¼ pζðζ0Þpγðγ0Þpζðζ0Þpγðγ0Þ; ð10Þ

where pζ and pγ are the PDFs of the heights and the
slopes of the surface, respectively. As a result, Eq. (7)
is called the uncorrelated Smith illumination func-
tion. This correlation is considered in [16], in which
the correlated Smith illumination function is also gi-
ven. The mathematical expression of the correlation
is not shown here because of its complexity, and the
correlated illumination function is used directly in
the simulations when necessary.

It is interesting to note that, for an even surface
slope PDF, the shadowing term of Masuda et al.
[1] equals mathematically the height-averaged un-
correlated illumination function of Smith. In this
paper, the surface slope PDF is assumed to be
Gaussian, which is even. Under such an assumption,
the emissivity model of Masuda et al. equals the
model shown here.

3. Emissivity with One Surface Reflection

A. General Expression of the Problem

The first-order emissivity (that is, with one surface
reflection) corresponds to the emission energy that

is reflected once on the surface before being received
by the sensor. The geometry of the problem is
illustrated in Fig. 2.

In Fig. 2, the point M1 with height ζ1 and slope γ1
radiates an emission ray M1ðθ10Þ. It reaches the sur-
face at point M0, and it is then reflected toward the
sensor along the observation direction θ. This path is
called the forward path. However, the backward path
is taken in this paper to be consistent with the first-
order illumination function of Li et al. [10]. In the
backward path, an incidence ray is emitted from
the sensor along the observation direction, which
reaches the surface at point M0 and is then reflected
to point M1.

The first-order emissivity corresponds to the en-
ergy emitted from point M1, which is reflected to
the observation direction by the facet at point M0.
The energy emitted at point M0 is ignored, as it is
already included in the zero-order emissivity. As a re-
sult, the first-order local emissivity of the facet at
point M0 is given by [11]

εlocal1 ¼ ½1 − jrðχ1ÞV ;H j2�jrðχ0ÞV;H j2: ð11Þ

Attention must be paid to the polarization of the
first-order local emissivity. For a 1D rough surface,
the emission and the reflection rays both belong to
the x–z plane. The polarization state of the emission
ray is not changed when it propagates to the facet of
reflection. As a result, the crossed polarized terms do
not contribute. In other words, the H-polarized first-
order local emissivity results from the combination of
rðχ1ÞH and rðχ0ÞH [HH for short, where the first H
corresponds to the subscript of rðχ1Þ and the second
corresponds to that of rðχ0Þ] in Eq. (11). The same re-
mark holds for the V-polarized first-order local
emissivity. The VH and HV combinations never con-
tribute for 1D surfaces. Thus, the first-order local
emissivity is given by

(
εlocal1;V ¼ ½1 − jrVðχ1Þj2�jrVðχ0Þj2
εlocal1;H ¼ ½1 − jrHðχ1Þj2�jrHðχ0Þj2 : ð12Þ

The first-order emissivity is given in the same way
as that of the zero-order:

� ε1;V ¼ hεlocal1;V g0S1i1
ε1;H ¼ hεlocal1;H g0S1i1

; ð13Þ

Fig. 2. Geometry of first-order emissivity (with one surface
reflection).

10 August 2011 / Vol. 50, No. 23 / APPLIED OPTICS 4613



where S1 is the first-order illumination function, and
h� � �i1 stands for the first-order statistical average:

h� � �i1 ¼
Z þ∞

−∞

Z þ∞

−∞

Z þ∞

−∞

Z þ∞

−∞

� � �

× pðζ1; γ1; ζ0; γ0Þdζ1dγ1dζ0dγ0; ð14Þ

with pðζ1; γ1; ζ0; γ0Þ being the joint PDF of the heights
and the slopes of points M1 and M0.

In Eq. (13), the first-order local emissivity εlocal1 is
derived in Subsection 3.B, while the first-order illu-
mination function S1 is derived in Subsection 3.C.

B. Parameters of the Geometry

In this subsection, the local incidence angle χ1 of the
surface at point M1 is expressed in terms of the ob-
servation angle θ and of the slopes γ0 and γ1 of points
M0 and M1, respectively.

With the knowledge of θ and γ0, the unitary vector
m̂01 ¼ ðsin θ01; cos θ01Þ of the reflection ray M0ðθ01Þ
can be expressed as

m̂01 ¼ 2ðn̂0 · m̂0Þn̂0 − m̂0 ¼ 2 cos χ0n̂0 − m̂0: ð15Þ

Thus, the reflection angle θ01 is given by

cos θ01 ¼ m̂01 · ẑ ¼ 2
cos θ − γ0 sin θ

1þ γ20
− cos θ

¼ cos θ½2g0ð1þ γ20Þ−1 − 1�: ð16Þ

To obtain θ01, the sign of θ01 must be determined.
Recalling our convention that an angle is positive if
measured clockwise from zenith, the sign of θ01,
denoted as t1, is given by

�
t1 ¼ þ1; γ0 < − tanðθ=2Þ
t1 ¼ −1; γ0 > − tanðθ=2Þ :

The global reflection angle θ01 is then expressed as

θ01 ¼ t1 · arccosfcos θ½2g0ð1þ γ20Þ−1 − 1�g; ð17Þ

and the slope of the reflection ray μ1 is given
by μ01 ¼ cot θ01.

The global incidence angle θ10 of the surface at
point M1 is given by

�
θ10 ¼ θ01 − π for θ01 > 0
θ10 ¼ θ01 þ π for θ01 < 0

: ð18Þ

The local incidence angle χ1 of the surface at point
M1 is given in the same way as that for M0:

cos χ1 ¼ cos θ10 − γ1 sin θ10
ð1þ γ21Þ1=2

: ð19Þ

With the knowledge of the local incidence angles χ1
and χ0 [see Eq. (2)], the first-order local emissivity

can be fully evaluated. The next step is to determine
the first-order illumination function.

C. First-Order Illumination Function

The key of calculating the first-order emissivity lies
in determining the first-order illumination function.
This paper adopts the first-order illumination func-
tion of Li et al. [10], as its results agree very well with
the ones of a Monte Carlo ray-tracing algorithm.

The first-order illumination function gives the
probability that one surface reflection occurs. It
equals the probability that the emission ray M1ðθ10Þ
reaches the surface at some point M0 and the reflec-
tion rayM0ðθÞ propagates toward the sensor without
reaching the surface. In the model of Li et al. [10], the
equivalent backward path is taken for convenience.
It is assumed that an incidence ray is emitted from
the sensor (notedM in Fig. 3), which reaches the sur-
face at point M0 and is then reflected to some other
point M1. With the backward path, Li et al. [10] de-
fined the first-order illumination function as the
probability that point M0 is illuminated by the inci-
dence ray [noted PðαÞ], while the reflection ray
reaches the surface at some point M1 [noted PðβÞ].
The probability that point M0 is illuminated by
the incidence ray equals the zero-order illumination
function, which means that PðαÞ ¼ Fðζ0ÞΛðμÞ. On the
contrary, PðβÞ must be determined according to four
cases of single surface reflection as shown in Fig. 3.

In cases 1 and 4, the reflection ray M0ðθ01Þ propa-
gates downward and does reach the surface, which
means PðβÞ ¼ 1. In cases 2 and 3, the reflection
rayM0ðθ01Þ propagates upward. The probability that
it reaches the surface equals the complementary
probability that it does not, which means
PðβÞ ¼ 1 − Fðζ0ÞΛðμ01Þ. To sum up, the first-order illu-
mination function is given by [10]

Fig. 3. Four cases of single surface reflection, with (a) case 1, the
reflection ray M0ðθ01Þ propagates rightward and downward,
(b) case 2, M0ðθ01Þ propagates rightward and upward, (c) case 3,
M0ðθ01Þ propagates leftward and upward, and (d) case 4,
M0ðθ01Þ propagates leftward and downward.
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S1ðμ; ζ0; γ0Þ ¼
8<
:

Fðζ0ÞΛðμÞ 1& 4
Fðζ0ÞΛðμÞ½1 − Fðζ0ÞΛðμ01Þ� 2& 3

0 otherwise
;

ð20Þ

where Λðμ01Þ is related to the slope of the reflection
ray M0ðθ01Þ and is defined by

Λðμ01Þ ¼
(

1
μ01

Rþ∞

μ01 ðγ − μ01ÞpγðγÞdγ; θ01 > 0
1
μ01

R μ01
−∞

ðγ − μ01ÞpγðγÞdγ; θ01 < 0
: ð21Þ

Equation (20) neglects the correlation between the
heights and the slopes of different points of the sur-
face [10]. The determination of the correlated first-
order illumination function is given in Appendix B
of [10], which is not recalled here because of its
complexity.

The marginal slope histogram of the first-order il-
lumination function gives the slope distribution of
pointM0. It is given by averaging S1ðμ; ζ0; γ0Þ over ζ0:

�S1ðμ; γ0Þ ¼
Z þ∞

−∞

S1ðμ; γ0; ζ0Þpðγ0; ζ0Þdζ0: ð22Þ

The average first-order illumination function gives
the portion of the surface for which single reflection
occurs. It is obtained by averaging S1ðμ; ζ0; γ0Þ over ζ0
and γ0:

��S1ðμÞ ¼
Z þ∞

−∞

Z þ∞

−∞

S1ðμ; γ0; ζ0Þpðγ0; ζ0Þdζ0dγ0: ð23Þ

D. Estimation of the Slope PDF of M1

The first-order illumination function S1ðμ; ζ0; γ0Þ gi-
ven in Eq. (20) is a function of the height ζ0 and
the slope γ0 of point M0. However, it does not depend
on the height and the slope of point M1. In fact, no
information about ζ1 or γ1 is provided in Eq. (20),
which makes it difficult to compute the statistical
average in Eq. (14).

As neither the first-order local emissivity nor the
first-order illumination function depends on the
height of M1, the statistical average over ζ1 in
Eq. (14) is unnecessary (the integration equals 1).
However, the first-order local emissivity does depend
on the slope of point M1. As a result, the PDF of γ1
must be determined. Li et al. [10] showed that to en-
sure jχ1j < 90°, the slope γ1 must satisfy

�
γ1 > μ01 for θ01 > 0
γ1 < μ01 for θ01 < 0

: ð24Þ

As no further information about γ1 is provided, any
slope checking Eq. (24) is equally considered as the
slope of point M1. The PDF of γ1 is then given by

pðγ1Þ ¼

8><
>:

ϒðγ1−μ01ÞR þ∞

μ01
pγðγÞdγ

pγðγ1Þ for θ01 > 0

ϒðμ01−γ1ÞR μ01
−∞

pγðγÞdγ
pγðγ1Þ for θ01 < 0

; ð25Þ

where pγ is the surface slope PDF.
With the knowledge of χ0, χ1, S1ðμ; γ0; ζ0Þ, and

pðγ1Þ, the first-order emissivity given in Eq. (13)
can be computed.

E. Degree of Polarization

Infrared emission of a rough surface is partially
polarized at large observation angles [12,13]. The
DOP of the infrared emissivity is given by [12]

DOP ¼ εH − εV
εH þ εV

: ð26Þ

Themagnitude of the DOP describes the fraction of
the polarized component power with respect to the
total power, whereas its sign relates to the dominant
polarized energy. A positive DOP indicates that
the globally H-polarized energy (electric vector
orthogonal to x–z plane) is larger than the one glob-
ally V-polarized (electric vector in the x–z plane and
orthogonal to the observation direction), and vice ver-
sa. The DOP of the sea surface infrared emissivity is
computed in Section 4.

4. Numerical Results

In this section, the first-order infrared emissivity and
its DOP are simulated for 1D surfaces.

It is assumed that the heights and the slopes of the
surface are uncorrelated (except for the calculation of
the correlated illumination function, whose mathe-
matical expression is not shown in this paper). Under
such an assumption, the knowledge of the surface
height PDF is not required, as the zero- and first-
order local emissivities do not depend on ζ0 or ζ1
[see Eqs. (3) and (13)], and averaging S0 and S1 over
ζ0 and ζ1 holds for any height PDF [see Eqs. (7)
and (20)].

However, the surface slope PDF is required. It is
assumed that the surface slope PDF is Gaussian with
zero mean:

pγðγÞ ¼
1ffiffiffiffiffiffi
2π

p
σγ

exp
�
−

γ2
2σ2γ

�
; ð27Þ

with σγ being the sea surface root-mean-square slope,
which is estimated according to the experimental
model of Cox and Munk [17]:

σ2γ ≈ 3:16 × 10−3u12; ð28Þ

where u12 is the wind speed recorded at 12:5m above
the sea level. Equation (28) only takes the upwind
direction into account, as this paper considers 1D
surfaces.

The infrared emissivity is simulated at wave-
lengths inside the infrared atmospheric windows of
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3 to 5 μm and 8 to 13 μm. The sea refraction indices
in these two regions are given by the model of Hale
and Querry [18]: for instance, at wavelengths λ ¼
f4; 10g μm, the sea refraction indices n ¼ f1:3510þ
0:0046i; 1:2180þ 0:0508ig, respectively.
A. Evaluation of the Model

To evaluate the model, a Monte Carlo ray-tracing al-
gorithm is used. In the ray-tracing algorithm, a 1D
rough surface is generated, with Gaussian height
and slope distributions. Moreover, the surface points
are assumed to be correlated with a Gaussian height
autocorrelation function, instead of being uncorre-
lated as in the model of Henderson et al. [9].

After the rough surface generation, an incidence
ray is traced. The surface points illuminated by this
incidence ray, which correspond to point M0 in the
present model, are noted, and the corresponding
reflection rays at these points are traced. For the re-
flection rays that reach the surface again, the inter-
sections, which correspond to point M1, are noted.
Each point M1 and its corresponding point M0 are
called one pair. The histogram of the slope of point
M0 is calculated to obtain the slope distribution,
which corresponds to the marginal slope distribution
of the first-order illumination function. The Monte
Carlo average first-order illumination function is gi-
ven by S1;MC ¼ Ni=Ns, where Ns is the number of
points of the generated surface, andNi is the number
of pairs of points M0 and M1.

The Fresnel reflection coefficients at these points
are calculated, and the Monte Carlo first-order emis-
sivity is given by

8<
: εMC;V ¼ 1

Ns

Pi¼Ni
i¼1 ½1 − jrVðχ1;iÞj2�jrVðχ0;iÞj2g0

εMC;H ¼ 1
Ns

Pi¼Ni
i¼1 ½1 − jrHðχ1;iÞj2�jrHðχ0;iÞj2g0

: ð29Þ

Readers interested in the generation of the Gaussian
rough surface and the construction of the ray-tracing
algorithm can refer to [16,11].

It is recalled that the zero- and first-order illumi-
nation functions given in Eqs. (7) and (20) neglect the
correlation between the heights and the slopes of dis-
tinct surface points [10,15]. The agreements between
the analytical models and the reference are improved
by taking the correlation into account [10,16]. To
study the correlation effect, the first-order infrared
emissivity with the correlated first-order illu-
mination function is also simulated in this paper,
without showing its complex mathematical expres-
sion (see [10]).

B. First-Order Illumination Function

The first-order illumination function of Li et al. [10],
for uncorrelated [Eq. (20)] and correlated {Eqs. (16),
(B6) of [10]} height and slope PDFs, is used in this
subsection. The results are compared with the ones
obtained by the Monte Carlo ray-tracing algorithm.

The simulation is performed for wind speeds
u12 ¼ f5; 10gm=s. The marginal slope histogram of

the first-order illumination function [Eq. (22)] is
simulated and shown in Fig. 4(a), for an observation
angle of 80°. The average first-order illumination
function (23) is shown in Fig. 4(b).

It can be observed in Fig. 4(a) that the slope distri-
bution of M0 given by the model of Li et al. agrees
well with the Monte Carlo result, even if an uncorre-
lated slope PDF is considered. Consequently, the por-
tion of the surface for which single surface reflections
occur as predicted by the model agrees well with the
result of the Monte Carlo algorithm [see Fig. 4(b)]. It
is shown that surface reflections occur at large obser-
vation angles, for example, at θ > 50° for u12 ¼ 5m=s.

It is noticeable that the uncorrelated model
slightly overestimates the surface reflection effect.
However, very good agreement is observed when a
correlated height and slope PDF is considered.

C. First-Order Infrared Emissivity

The first-order infrared emissivity is calculated ac-
cording to Eq. (14), where the local incidence angles
χ0 and χ1 are given by Eqs. (2) and (19), respectively.
The first-order illumination function is given by
Eq. (20). The results are shown in Fig. 5.

It is shown that the first-order infrared emissivity
contributes at large observation angles. Employing
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Fig. 4. (Color online) Marginal slope histogram of the (a) first-
order illumination function and (b) average first-order illumina-
tion function.
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the uncorrelated first-order illumination function,
the present model predicts the first-order emissivity
quite well for both H and V polarizations. The first-
order emissivities for H and V polarizations are
slightly overestimated at large observation angles.
This was predictable, as the adopted uncorrelated
first-order illumination function slightly overesti-
mates the surface reflection effect at these angles
[see Fig. 4(b)].

The agreements are significantly improved when
the correlated first-order illumination function is em-
ployed. However, the agreements are not as good as
that shown in Fig. 4(b), unexpectedly. For both H
and V polarizations, the present model using the
correlated first-order illumination function slightly
overestimates the first-order emissivity at large
observation angles (θ > 80° in Fig. 5), while underes-
timating it at smaller observation angles (θ < 80°
in Fig. 5).

A closer look at Eq. (13) helps us explain this de-
viation. Indeed, the first-order emissivity depends on
three terms: the first-order local emissivity, the
area projection term g0, and the first-order illu-
mination function. It has already been observed in
Subsection 4.B that the first-order illumination func-
tion works very well and that the slope distribution
of pointM0 is also well predicted. As g0 depends only
on the slope of pointM0 and on the observation angle
θ, it should not be the source of the error. As a result,
the discrepancy should come from the first-order
local emissivity, which depends on the slopes of

points M0 and M1. As the distribution of γ0 is well
predicted by the first-order illumination function
[see Fig. 4(a)], the error mainly comes from the fact
that the definition of the PDF of γ1 is not precise.

The PDFof γ1 is given in Eq. (25), which is based on
the assumption that all the slopes which fulfill the
prerequisite “the local incidence angle χ1 is not larger
than 90° in absolute value” could equally be the slope
of point M1. Until now, no rigorous proof is found to
support this assumption. However, as little knowl-
edge about γ1 is given by the first-order illumination
function, this problem is left to future work.

Referring to the Monte Carlo ray-tracing method,
the first-order emissivity has a maximum of about
2:5 × 10−2 and tends to zero at θ ¼ 90°. However, the
first-order emissivity of Masuda (Fig. 3 of [8], noted
r⋆1 ) reaches a maximum of about 5 × 10−2, which is
nearly twice the maximum of the Monte Carlo result.
In addition, it does not equal zero at θ ¼ 90°, while
the Monte Carlo result does. There are two possible
reasons for the appearance of this discrepancy. First,
Masuda used a weighting function to estimate the
probability of observing one surface reflection, which
is built on a shadowing term. The shadowing term
gives the proportion that the surface is illuminated,
which does not equal the probability that a certain
point is illuminated and which is not suitable for ex-
tension to higher orders. The second reason is that
Masuda used the direct emissivity of the surface
at θ > 90°. In this region, the sensor is below the
sea surface, which is not physical.
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Fig. 5. (Color online) First-order emissivity for u12 ¼ 10m=s, λ ¼ 10 μm [(a)H polarization, (b) V polarization], and u12 ¼ 5m=s, λ ¼ 4 μm
[(c) H polarization, (d) V polarization].
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The Monte Carlo ray-tracing method for calculat-
ing the second-order infrared emissivity (with two
surface reflections) is also developed, and the corre-
sponding results are shown in Fig. 5 (squares). A
maximum of about 2:5 × 10−3 at 80° is observed for
both H and V polarizations, which is less than the
sensitivity requirement 5 × 10−3 reported by Wu
and Smith [4]. The Monte Carlo results for calculat-
ing three surface reflections are also computed,
which show amaximum of about 4 × 10−4 (not plotted
here). As a result, the second and higher order infra-
red emissivities are negligible for our application.

D. Total Emissivity of the Surface

The total infrared emissivity is obtained by summing
up the zero- and first-order ones, whereas the higher
orders are ignored. Although the first-order emissiv-
ity model using the correlated first-order illumina-
tion function better agrees with the Monte Carlo
result than that using the uncorrelated one, the un-
correlated model is considered because of its signifi-
cantly lower time consumption. Figure 6 shows the
uncorrelated zero-order and total emissivities of the

surface for wind speed u12 ¼ 10m=s and wavelength
λ ¼ 10 μm. The results for u12 ¼ 5m=s and for λ ¼
4 μm are not shown as they lead to the same observa-
tions and conclusions.

It is shown that the total emissivity of the sea sur-
face decreases with the observation angle. Compared
with the zero-order emissivity, the total emissivity is
significantly increased at large observation angles by
taking the first-order emissivity into account. The
analytical results agree well with the Monte Carlo
results, except for gazing angles (θ > 80°).

E. Degree of Polarization

To study the polarization state of the sea surface
emissivity, the DOP of the zero-order, first-order,
and total infrared emissivities are calculated accord-
ing to Eq. (26) and plotted in Fig. 7. The results for
u12 ¼ 5m=s and for λ ¼ 4 μm are not shown, as they
lead to the same conclusions.

Figure 7(a) shows the DOP of the first-order infra-
red emissivity of the sea surface. It is shown that the
first-order infrared emissivity ε1 can be highly polar-
ized at small to moderate observation angles [up to
65% at θ ≈ 40° in Fig. 7(a)], although the magnitude
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of ε1 is close to zero and very small compared to ε0
(see Figs. 5 and 6). The DOP of ε1 decreases to zero
at θ ≈ 85°, and continuously decreases to about −5%
at θ ¼ 90°. In other words, for the polarized compo-
nent of the first-order infrared emissivity, the glob-
ally H-polarized energy is the majority for θ < 85°,
while the globally V-polarized energy is the majority
for θ > 85°. At θ ≈ 85°, the first-order infrared emis-
sivity is unpolarized.

Figure 7(b) shows the DOPs of the uncorrelated
zero-order and total infrared emissivities of the
sea surface. It is shown that the DOP of the total
infrared emissivity of the surface is negative and de-
creases to about −9% as the observation angle in-
creases to θ ¼ 90°, which means that the globally
V-polarized energy is the majority, and that up to
9% of the energy is polarized at θ ¼ 90°. The DOP
of the total surface emissivity is slightly reduced
in magnitude at large observation angles, which
means that surface reflections (slightly) reduce the
polarization feature of the surface radiation.

F. Comparison with Measurements of Smith et al.

Smith et al. [5] derived the sea surface infrared emis-
sivity from measurement data in the Gulf of Mexico
at 16 January 1995. The results were compared in [5]
with those of the zero-order emissivity model of
Masuda et al. [1] at three observation angles
θ ¼ f36:5°; 56:5°; 73:5°g. It was reported in [5] that
the zero-order infrared emissivity model underesti-
mates the infrared emissivity of about 3 × 10−2 at
73:5°, and of about 5 × 10−3 at 56:5°. Differences
are not significant at 36:5°. In this section, the
first-order infrared emissivity is taken into account
in order to improve the agreement between analyti-
cal models and measurement data.

It is recalled that the Smith illumination function
is used here to derive the zero-order emissivity,
whereas Smith et al. compared their data with those
obtained by the model of Masuda et al. [5]. However,
no difference is introduced, as these two methods
equal each other under the assumption that the sur-
face slope PDF is Gaussian.

The experiment of Smith et al. was conducted un-
der a wind speed ranging from 2 to 8m=s (see [5],
Fig. 9, the region for 16 January 1995). To make a
comparison, the wind speed is set to the average
wind speed of the experiment u12 ¼ 5m=s in our si-
mulation. Unpolarized emissivity is compared. In the
simulation, the sea surface unpolarized emissivity is
obtained by averaging the ones in H and V polariza-
tions. The sea refraction indices are given by the
model of Hale and Querry [18]. The result is shown
in Fig. 8, for wavenumbers 850–1150 cm−1, which cor-
responds to wavelengths 8:7–11:8 μm.

It is observed that the agreement is greatly im-
proved by taking the first-order emissivity into ac-
count at the observation angle θ ¼ 73:5°. The
maximum error is observed at about k ≈ 900 cm−1

(λ ¼ 11 μm). A small improvement is also observed
at θ ¼ 56:5°. Taking the first-order emissivity into

account at θ ¼ 36:5° does not make any difference,
as it is negligible at small observation angles
(see Fig. 5).

G. Comparison with Measurements of Niclòs et al.

Niclòs et al. [6] derived the infrared emissivity of the
open Mediterranean sea surface from an oil rig.
Radiometric data were taken by a CE 312 radiometer
with four wavelength channels: 8–14, 8.2–9.2, 10.5–
11.5, and 11:5–12:5 μm. Sea surface emissivity was
determined for observation angles ranging from
25° to 65°, with a step of 10°. The wind speeds over
the sea surface were approximately u12 ¼ f4:5� 0:9;
10:3� 1:1gm=s.

To make a comparison, the unpolarized sea surface
infrared emissivity is simulated under similar
conditions for the three channels of wavelength:
8.2–9.2, 10.5–11.5, and 11:5–12:5 μm. For channel
8:2–9:2 μm, the emissivities are obtained for wave-
lengths with a step of 0:2 μm, whereas for channels
10.5–11.5 and 11:5–12:5 μm, a step of 0:5 μm is taken.
The emissivity of each channel is computed by aver-
aging the ones of wavelengths within it. The wind
speed in the simulation is set to u12 ¼ f4:5;
10:3gm=s. The results are shown in Fig. 9.

It can be observed that the zero-order emissivity
agrees well with the measurements at small observa-
tion angles θ ≤ 55°. An underestimation is observed
at θ ¼ 65°. The agreement is improved by taking
the first-order emissivity into account, except for
the case shown in Fig. 9(d).

The measurements of Smith et al. [5] and Niclòs
et al. [6] correspond to a real two-dimensional (2D)
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Fig. 8. (Color online) Comparison with measurements by Smith
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Fig. 10 of [5]. Simulation is made under a wind speed of 5m=s.
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sea surface, whereas the present model considers 1D
surfaces. However, it turns out that the results of the
1D model agree well with the measurements of a 2D
surface. Meanwhile, a 1D model is simpler than a 2D
model in its mathematical expression and easier
to simulate. As a result, the 1D model is more
attractive.

5. Conclusion

Surface reflection is an important phenomenon when
estimating the sea surface infrared emissivity, and in
particular at large observation angles. This paper
calculates the first-order (that is, with one surface re-
flection) infrared emissivity, which is compared with
a Monte Carlo ray-tracing method. It is shown that
the present model agrees well with the Monte Carlo
result, especially when the correlation between the
surface heights and slopes is considered. In addition,
the agreement between the analytical model and
measurements is greatly improved by taking one sur-
face reflection into account, especially at large obser-
vation angles. It is also shown that the emis-
sivity with two and three reflections is of the order
of 2:5 × 10−3 and 4 × 10−4, respectively, which is neg-
ligible. Polarization is also studied. It is shown that
the first-order and the total sea surface emissivities
are partially polarized. Studying the polarized part,
the globally H-polarized first-order emission energy
is the majority at small observation angles, while the
globally V-polarized one is the majority at large ob-

servation angles. However, for the total emission of
the sea surface, the globally V-polarized component
is always the majority. One surface reflection
(slightly) reduces the polarization feature of the total
infrared emissivity of the surface.
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