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In this paper, we derive the unpolarized infrared (IR) emissivity of thin oil films over anisotropic Gaus-
sian seas from a refined physical surface spectrummodel of damping due to oil. Since the electromagnetic
wavelength is much smaller than the surface mean curvature radius and than the surface root mean
square height, the Kirchhoff–tangent plane approximation, reduced to the geometric optics approxima-
tion, can be used. The surface can then be replaced by its local infinite tangent plane at each point of each
rough surface. The multiple reflections at each interface are ignored (i.e., for both the upper air/oil inter-
face and the lower oil/sea interface of the contaminated sea). Nevertheless, the multiple reflections be-
tween the upper and the lower interfaces of the oil film are taken into account, by assuming a locally flat
and planar thin oil film, which forms a local Fabry–Perot interferometer. This means that the Fresnel
reflection coefficient of a single interface can be substituted for the equivalent Fresnel reflection coeffi-
cient of the air/oil/sea film, calculated by considering an infinite number of reflections inside the layer.
Comparisons of the emissivity between a clean sea and a contaminated sea are presented, with respect to
emission angle, wind speed, wind direction, oil film thickness, oil type, and wavelength. Thus, oil de-
tection, characterization, and quantization are investigated in the IR window regions. © 2010 Optical
Society of America

OCIS codes: 290.5880, 000.5490, 010.4458, 260.3060, 280.4991, 240.0310.

1. Introduction

Remote sensing, by either radar or optical imagery,
can be used to detect and monitor possible oil slicks
on sea surfaces [1,2]. For optical applications, in or-
der to act quickly when marine oil pollutions occur, it
is then essential to dispose of a means that can pre-
dict the electromagnetic response from oil films on
the sea, compared to the clean sea case. Here we will
concentrate on emissivity, which quantifies the in-
trinsic radiation of the surface. Then, by calculating
the contrast between a sea covered in oil (called a
contaminated sea) and a clean sea, it is possible to
evaluate the detectability of marine pollutions.
Moreover, in order to have better direction of oil spill

countermeasures, oil type characterization and
quantization are of interest and are investigated
here. If this is possible, it should make it possible to
determine the origin of the oil spill, as well as the
amount of oil that must be treated.

It has been established that for an accuracy of
0:3K [which is a typical sensitivity of actual infrared
(IR) sensors] on the sea surface temperature, the er-
ror in the emissivity must be less than approximately
0.5% [3]. Consequently, the sea surface emissivity
must be determined with accuracy. For thermal IR
applications, since the electromagnetic wavelength
λ is much smaller than the sea surface mean curva-
ture radius Rc, the tangent plane approximation
(usually called the Kirchhoff approximation) can be
applied. The surface can then be replaced by its local
infinite tangent plane at each point of the surface.
Moreover, because the electromagnetic wavelength
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λ is also much smaller than the surface root mean
square (RMS) height σh, the geometric optics approx-
imation (GOA) can be applied for sealike surfaces.
Indeed, at IR frequencies, the capillary waves of
sea surfaces also have a large mean curvature radius
and a large RMS height compared to the wave-
length λ.
As developed in [4,5], emissivity can be derived

from the hemispherical reflectivity, for which the sea
surface is assumed to be Gaussian and anisotropic.
In [6], the shadowing effect is taken into account
in order to improve the results, especially for low-
grazing angles. The hemispherical reflectivity is ob-
tained from integrating the reflectivity over the
upper half space (above the sea surface). In this pa-
per, this way is not used because the formulation is
more complicated and because the surface reflectiv-
ity is necessary only for the calculation of the sun
glint. Previous work, especially of Otremba and
Piskozub [7–10], as well as of other authors, such as
[11–14], deals with this topic at optical or IR bands,
by considering flat surfaces. Besides, as done by de
Beaucoudrey, Schott and Bourlier [15] from the GOA
and by assuming 1D interfaces (i.e., for a 2D pro-
blem), the reflectivity of an oil film over a rough sea-
water can be computed from a Monte-Carlo method.
This process requires generating a great number of
incident photons, which interact with the rough in-
terfaces generated from a spectral method and con-
sidering the Cox and Munk slope distribution [16].
In this paper, from an analytical approach based

on the work of Bourlier [17], the unpolarized emissiv-
ity of thin oil films over 2D anisotropic rough sea sur-
faces (i.e., for a general 3D problem) is derived by
using the GOA. We concentrate here on the case of
homogeneous insoluble oil films, which restricts
the validity domain of our study to low to moderate
wind speeds at 10m above the sea surface, that is to
say u10 less than 8–10m=s [18,19]. The clean and
contaminated sea surfaces are assumed to be Gaus-
sian. The influence of the non-Gaussianity of sea sur-
faces on the emissivity was studied by Bourlier for
clean seas [17]. Then it was shown that the non-
Gaussianity has only a slight influence on emissivity
(much inferior to the influence of the multiple reflec-
tions at the same interface), and it is significant only
for grazing observation angles θ and for moderate to
high wind speeds u10, and around upwind and down-
wind directions. Following the Cox and Munk experi-
mental results [20,21] for contaminated seas, the
skewness is unchanged, while the skewness is
damped. This means that the emissivity contrast be-
tween clean and contaminated seas is slightly mod-
ified if non-Gaussian statistics is considered by the
amount of skewness effect of clean seas, as described
in [17], for grazing observation angles θ and for mod-
erate to high wind speeds u10, and around upwind
and downwind directions. The multiple reflections
at each interface are ignored (i.e., about the contami-
nated case, for both the upper air/oil interface and
the lower oil/sea interface). For a clean sea surface,

this phenomenon was studied by Henderson et al.
[22] from a Monte-Carlo approach and by Bourlier
[23] from an analytical approach and for a 2D pro-
blem. By contrast, the multiple reflections between
the upper and the lower interfaces of the oil film are
taken into account by assuming a locally flat and pla-
nar thin oil film. In other words, the two surfaces of
the oil film are assumed to be strictly identical and
parallel, so that the film can be locally seen as a
Fabry–Perot interferometer [see Fig. 6]. This implies
that the whole oil film problem can be treated from
the single air/oil surface problem, by substituting
the Fresnel reflection coefficient of the air/oil single
interface for the equivalent Fresnel reflection coeffi-
cient of the air/oil/sea film (calculated by considering
an infinite number of reflections inside the layer).
The calculations are led for IR wavelengths, inside
the two window regions 3–5 μm and 8–13 μm: we will
consider here the wavelengths 3:4 μm and 10 μm. At
these wavelengths, the refractive indices of seawater
(taken from the refractive index of pure water by
Hale and Querry [24] with the salinity adjustment
from Friedman [25]) and oil [26,27] are given in
Table 1.

Since, under the GOA, the emissivity depends on
the slope probability density function (PDF), the
RMS slope along the wind direction of a contami-
nated sea surface must be calculated. In this paper,
a refined and physical model of surface slope damp-
ing due to oil films is studied and used: the model of
local balance (MLB) [28].

The paper is organized as follows. In Section 2, the
equivalent Fresnel reflection coefficient of a locally
flat and planar air/oil/sea film is presented, together
with its emissivity. In Section 3, the hydrodynamic
modeling of the surfaces of clean and contaminated
seas is described. In Section 4 the emissivity model is
presented, and in Section 5, the emissivity contrast
between a clean sea and a contaminated sea is calcu-
lated with respect to emission angle, wind speed,
wind direction, oil film thickness, oil type, and
wavelength. Thus, the detection, characterization,
and quantization of the oil are studied. Section 6
gives concluding remarks.

2. Fresnel Reflection Coefficient and Emissivity of
Locally Flat and Planar Slab

A. Context

In this section we concentrate on the simple case of
the emissivity of flat clean and contaminated seas at

Table 1.

Refractive Indices of Seawater (Taken from Refractive Index of
Pure Water by Hale and Querry [24] with Salinity
Adjustment from Friedman [25]) and Oil [26,27] for

λ ¼ f3:4; 10g μm, Respectively

Seawater Heavy Petroleum (No. 20)Light Petroleum (No. 5)

1:426þ j0:019 1:41þ j0:160 1:45þ j0:080
1:227þ j0:050 1:52þ j0:002 1:53þ j0:001
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IR wavelengths, before dealing in the next sections
with the case of rough surfaces.
Here, we work at IR wavelengths. More precisely,

we are interested in IR window regions. A number of
so-called windows exist in the practical range of the
IR radiation spectrum. In these windows, transmit-
tance of IR radiation is high. The windows of practi-
cal interest for IR optronics systems are 3–5 μm and
8–13 μm; the near-IR window of interest is 0:7–2 μm.
Between these windows, there are absorption bands,
which are mainly due to the presence of water vapor
and carbon dioxide [17]. In this paper, we focus on
both IR windows and consider the wavelengths
3:4 μm and 10 μm.
Then, to study the IR emissivity ϵ≡ ϵflat of clean

and contaminated flat seas at the two wavelengths
λ ∈ f3:4; 10g μm, we first need to calculate the power
Fresnel reflection coefficient R of clean and contami-
nated flat seas. Indeed, for flat surfaces emissivity is
given by

ϵflatðχÞ ¼ 1 −RðχÞ: ð1Þ

In what follows, we consider unpolarized emissivity,
which implies that the power Fresnel reflection coef-
ficient is unpolarized and defined as

RðχÞ ¼ jrVðχÞj2 þ jrHðχÞj2
2

; ð2Þ

with rV and rH being the Fresnel reflection coeffi-
cients in vertical (V) and horizontal (H) polariza-
tions, respectively, and χ is the (local) incidence
angle onto the (locally) flat clean or contaminated
sea; see Fig. 1.

B. Fresnel Reflection Coefficient of Locally Flat and
Planar Slab

When an incident plane wave Ei impinges a locally
flat and planar thin oil film [see Fig. 1] over the
sea surface, it is partially reflected and transmitted
at each interface (air/oil and oil/sea). The total re-
flected field Etot

r back into the incident medium Ω1
(air of refractive index n1 ¼ 1), is equal to the coher-
ent summation of the successive reflected fields Er;p,
Etot;∞

r ¼ P
∞
p¼1 Er;p.

1. Calculation of First p Order Reflection
Coefficients

Each successive reflected field Er;p depends on the
electromagnetic wavelength λ, the complex refractive
indices of the oil (n2) and of the seawater (n3Þ, the
local incidence angle χ, the oil film thickness H, and
the polarization (vertical, V , or horizontal, H). The
corresponding reflection coefficient defined as rp ¼
Ep=Ei is given by [29,30]

�
r1 ¼ r12
rp ¼ t12t21r

p−2
21 rp−123 eþjðp−1Þψ ∀p ≥ 2 ; ð3Þ

with

ψ ¼ 2k0n2H cos χ
m
: ð4Þ

In Eq. (3), frαβ; tαβg denote the Fresnel reflection coef-
ficient from the medium Ωα onto the medium Ωβ, and
the Fresnel transmission coefficient from the medi-
um Ωα into the medium Ωβ, respectively. They are
defined in V and H polarizations as [29]

rαβðχαÞ ¼

8>><
>>:

nα cos χβ − nβ cos χα
nα cos χβ þ nβ cos χα

ðV polarizationÞ
nα cos χα − nβ cos χβ
nα cos χα þ nβ cos χβ

ðH polarizationÞ
;

ð5Þ

tαβðχαÞ ¼
8<
:

½1 − rαβðχαÞ�
nα
nβ

ðV polarizationÞ
1þ rαβðχαÞ ðH polarizationÞ

: ð6Þ

α ¼ f1; 2; 3g≡ fair; oil; seag and nα sin χα ¼ nβ sin χβ
(transmission Snell–Descartes law). In Eq. (4), k0 ¼
2π=λ is the electromagnetic wavenumber (inside the
vacuum) and χ

m
is the complex angle of propagation

inside the oil film, obtained from the transmission
Snell–Descartes law

n1 sin χ ¼ n2 sin χ
m
: ð7Þ

Indeed, as n2 is complex and as the left-hand term of
the equation n1 sin χ is real, χ

m
must be complex, so

that the right-hand term of the equation n2 sin χ
m
be

real. One can be interested in obtaining the physical
propagation angle inside the oil film, χphysm ∈ R, de-
fined as the direction corresponding to the equiphase
surfaces of the wave propagating inside Ω2. Then it
can be shown that this angle χphysm is expressed as
[31–33]

tan χphysm ¼ sin χ
p

; ð8Þ

where

Fig. 1. Illustration of the multiple reflections inside the flat and
planar thin film of thickness H with incidence angle χ (local oil
film).
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p ¼ ℜeðn2 cos χmÞ

¼ 1ffiffiffi
2

p ½
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðϵ0r2 − sin2 χÞ2 þ ϵ″r2

q
2 þ ðϵ0r2 − sin2 χÞ�12; ð9Þ

with ϵr2 ¼ ϵ0r2 þ jϵ″r2, in which ϵ0r2 ¼ ℜeðϵr2Þ
and ϵ″r2 ¼ ℑmðϵr2Þ. The latter can be expressed
with respect to n2 ¼ n0

2 þ jn″
2 with n0

2 ¼ ℜeðn2Þ
and n″

2 ¼ ℑmðn2Þ as ϵ0r2 ¼ ℜeðn2
2Þ ¼ ℜe½ðn0

2 þ
jn0

2Þ2� ¼ n02
2 − n02

2 and ϵ″r2 ¼ ℑmðn2
2Þ ¼ ℑm½ðn0

2þ
jn″

2Þ2� ¼ 2n0
2n

″
2, respectively.

Similarly as for the angle χ
m
, note that the phase

term ψ inside Eq. (3) is complex and can be split up
into its real, ψ 0, and imaginary, ψ″, parts, which re-
present their phase and attenuation components,
respectively. By noting the complex term n2 cos χm ¼
pþ jq, with p and q its real and imaginary parts, re-
spectively, ψ 0 and ψ″ can be expressed as

ψ 0 ¼ ℜeðψÞ ¼ 2k0Hp; with p ¼ ℜeðn2 cos χmÞ;
ð10Þ

ψ″ ¼ ℑmðψÞ ¼ 2k0Hq; with q ¼ ℑmðn2 cos χmÞ:
ð11Þ

Then, from the imaginary part of the complex phase,
ψ″, which gives the attenuation of the wave inside the
lossy oil film, the skin depth can be obtained. Usual-
ly, the so-called skin depth δ0skin is defined as

δ0skin ¼ 1=ðk0n0
2Þ: ð12Þ

Nevertheless, in our specific case of reflection from
the lossy film, first, the classical skin depth must
be compared to half the film thickness H because
H is traveled twice, and second, we are here in the
case of the nonnormal incidence angle χ, so that
an appropriate skin depth dskin (which must be com-
pared with H) can be defined as

dskinðχÞ ¼
1

2k0q
; with q ¼ ℑmðn2 cos χmÞ; ð13Þ

which depends on the local incidence angle χ. Then
an attenuation of e−1 occurs in the second-order re-
flection coefficient r2 for a film thickness equal to
our specific skin depth, H ¼ dskin.

2. Calculation of Global Reflection Coefficient

The global reflection coefficient at the order P, RP,
resulting from the coherent summation of the first
P reflected fields, Etot;P

r ¼ P
P
p¼1 Er;p, is then given by

8><
>:

RPðχÞ ¼ r12 þ
P

P
p¼2ð1 − r212Þrp−221 rp−123 eþjðp−1Þψ

R∞ðχÞ ¼
r12 þ r23eþjψ

1þ r12r23eþjψ
; ð14Þ

by using the relation t12t21 ¼ 1 − r212. The calculation
of the global reflection coefficient at the order P
requires knowledge of the complex refractive indi-
ces of the oil, n2 ¼ n0

2 þ jn″
2, and of the seawater,

n3 ¼ n0
3 þ jn″

3. They are reported in Table 1 for wave-
lengths λ ¼ f3:4; 10g μm. We chose these values of
wavelengths in the two IR atmospheric windows
½3; 5� μm and ½8; 13� μm, for which we have rather pre-
cise values of the refractive indices of different kinds
of petroleums, namely heavy and light petroleums. It
must be noted that the refractive index of the sea-
water is taken from the refractive index of pure water
by Hale and Querry [24] with the salinity adjustment
from Friedman [25], by considering a typical ocean
with salinity 34:3ppt and chlorinity 19:0ppt (ppt re-
fers to parts in 1012). This point was reported in more
details by several authors [34–38]. The refractive in-
dex of the oil is taken from [26,27].

The real part of n0
3 takes the values 1.426 for λ ¼

3:4 μm and 1.227 for λ ¼ 10 μm, whereas the imagi-
nary part n″

3 takes the values 0.019 for λ ¼ 3:4 μm
and 0.050 for λ ¼ 10 μm. Thus, in thermal IR window
regions, the imaginary part of the refractive index of
the seawater is small as compared to unity and to its
real part. In the IR band, the refractive index of oil
has been studied by several authors, and especially
Al’perovich et al. [26], in the region λ ∈ ½0:25; 25� μm.
They studied the refractive index of various petro-
leum samples and highlighted that they are charac-
terized by different values of n0

2 and n″
2. Here we will

consider two petroleums that are typical of two dis-
tinct groups: petroleum no. 2, which is a typical hea-
vy petroleum, and petroleum no. 5, which is a typical
light petroleum. For both cases, like that for the sea-
water, the imaginary part of the refractive index of
the oil is rather small as compared to unity and to its
real part: it is rather small at λ ¼ 3:4 μm and very
small at λ ¼ 10 μm. Thus, the physical propagation
angle χphysm inside Ω2, given by Eq. (8), can be approxi-
mated by sin χphysm ≃ sin χ=n0

2. Then it can be calcu-
lated that the use of this approximation leads to a
maximum relative error on the value of χphysm of
0.79% and 0.17% for heavy and light petroleums at
λ ¼ 3:4 μm, respectively, and of 8:0 × 10−5% and 1:9 ×
10−5% for heavy and light petroleums at λ ¼ 10 μm,
respectively.

In Fig. 2, the unpolarized power reflection coeffi-
cient RP is plotted in dB scale [10 log10ð…Þ] versus
the local incidence angle χ for P ¼ f1; 2;∞g. It is de-
fined as

RPðχÞ ¼
jRP;VðχÞj2 þ jRP;HðχÞj2

2
: ð15Þ

The unpolarized power reflection coefficient at the
oil/sea interface jr23j2 and the unpolarized power re-
flection coefficient of a clean sea surface jr13j2 are also
plotted for comparison. λ ¼ 10 μm, H ¼ 50 μm, and a
heavy petroleum is considered. It can be seen that
only the first two orders contribute to the total re-
flected unpolarized power since R2 ≈R∞. This is
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due to the fact that the unpolarized power reflection
coefficient of the oil/sea interface jr23j2 ≪ 1 [indeed,
it is always inferior to 0.031 here in the case of Fig. 2].
Thus, the equivalent reflection coefficient R∞ given
by Eq. (14) can be approximated by the first two or-
ders R2:

R∞ ≈ R2 ¼ r12 þ ð1 − r212Þr23eþjψ : ð16Þ

In this case, it can be noted that the so-called skin
depth, defined as δ0skin ¼ 1=ðk0n0

2Þ, is equal to 796 μm,
which is significantly greater than H ¼ 50 μm. Then
it could be concluded that attenuation is negligible.
Nevertheless, in our specific case of reflection from
the lossy film, we have to consider the appropriate
skin depth dskin defined in Eq. (13), which depends
on the local incidence angle χ. Then, in the case re-
presented in Fig. 2 where λ ¼ 10 μm, dskin ranges
from 300 μm to 398 μm. As a consequence, from Fig. 2
where H ¼ 50 μm, the attenuation term e−ψ

″ , with
ψ 00 ¼ H=dskin, ranges from 0.846 to 0.882, which is
weak attenuation but not negligible.
Figure 2 also highlights a general significant dif-

ference between a clean sea and a contaminated
sea. Then, when computing the emissivity given for
flat surfaces by Eq. (1), this makes the oil film rather
easy to detect at this wavelength. For the parameters
given in Table 1, other simulations with different
thicknesses and for light petroleum (not reported
in this paper) show similar results for the same
wavelength λ ¼ 10 μm. The main appearing differ-
ences are the frequency of the oscillations of the un-
polarized power reflection coefficient with respect to
χ: for increasing film thickness H or for increasing
real part of the oil refractive index, n0

2, the frequency
of the oscillations increases. Moreover, for increasing
H, the amplitude of the oscillations slightly de-
creases, owing to the attenuation term e−ψ

″ , with
ψ″ ¼ H=dskin. Then, for H ¼ 100 μm, e−ψ″ ranges from

0.716 to 0.778 (to be compared with a range from
0.846 to 0.882 with H ¼ 50 μm).

In Fig. 3, the unpolarized power reflection coeffi-
cient RP is plotted in dB scale [10 log10ð…Þ] versus
the local incidence angle χ for the same parameters
as in Fig. 2, except for the wavelength λ ¼ 3:4 μm.
Compared to Fig. 2 where the first two orders con-
tributed to the total power reflection coefficient
R∞, here it can be seen that only the first order con-
tributes to R∞ : R1 ≈R∞. Even if the unpolarized
power reflection coefficient of the oil/sea interface
jr23j2 is decreased [indeed, it is always inferior to
0.025 here in the case of Fig. 2], this is not the main
reason and not sufficient for neglecting the orders
higher than the first one. The difference is mainly
due to the attenuation term e−ψ

″ , with ψ″ ¼ H=dskin.
More precisely, it is rather the modification of the
imaginary part of the refractive index, n″

2, which is
increased for heavy petroleum by a factor of 80,
which mainly explains the fact that all orders higher
than the first one can be neglected. Indeed, here for
λ ¼ 3:4 μm, dskin ranges from 1:2 μm to 1:7 μm, so that
the attenuation term e−ψ

″ ranges from 1:02 × 10−18 to
1:44 × 10−13. Figure 3 also highlights a general low
difference between a clean sea and a contaminated
sea for all local incidence angles χ, and especially
for high χ. Then, when computing the emissivity gi-
ven for flat surfaces by Eq. (1), this makes the oil film
hard to detect at this wavelength. For the param-
eters given in Table 1, other simulations with differ-
ent thicknesses and for light petroleum (not reported
in this paper) show similar results for the same
wavelength λ ¼ 3:4 μm. Here, even for much thinner
oil films, such asH ¼ 10 μm, the attenuation term re-
mains very weak (it ranges in this case from 0:252 ×
10−3 to 2:70 × 10−3), so that the orders higher than
the first one remain negligible, and the oscillations
observed at λ ¼ 10 μm are damped (and eliminated)
here at λ ¼ 3:4 μm.

Fig. 2. (Color online) Unpolarized power reflection coefficient
(dB) versus the local incidence angle χ (°) for λ ¼ 10 μm,
H ¼ 50 μm, and for a heavy petroleum.

Fig. 3. (Color online) Same parameters as in Fig. 2, except for
λ ¼ 3:4 μm.
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3. Hydrodynamic Modeling of Surfaces of Clean and
Contaminated Seas

In this section, the hydrodynamic modeling of clean
and contaminated seas is led, by considering that the
two (air/oil and oil/sea) interfaces of the contami-
nated case obey the same statistics, i.e., have the
same surface height PDF and spectrum [in fact, they
can even be considered identical and parallel, as
illustrated in Fig. 6]. For both clean and contami-
nated seas, the surface height PDF is assumed to
be Gaussian. For a clean sea, the surface spectrum
is assumed to obey the Elfouhaily et al. spectrum
model [39].
In what follows, the surface spectrum of a contami-

nated sea is studied more thoroughly. Two hydrody-
namic models of surface wave damping due to oil
films are presented to calculate the slope variances
of a contaminated sea surface. The first one, namely
the Lombardini et al. model [40–42], is a rather sim-
ple model that is independent of the oil film thick-
ness H. The second one, namely the MLB [28], is a
more refined and physical model, which takes the im-
pact of oil films on the wind waves into account.

A. Thickness-Independent Model: Lombardini et al.
Model [40–42]

In [40–42], Lombardini et al. demonstrated that rip-
ples on a water surface covered by an oil film exhibit
a damping effect in the surface wave spectrum,
which is characterized by a maximum located in the
gravity-capillary region, around the surface wave
frequency (pulsation) of ω ¼ 20π rad=s.
This damping effect is expressed by an attenuation

coefficient yLomb [42], which is usually called the
Marangoni viscous damping coefficient [43,44] and
is expressed by [42]

yLombðk;E0;ωDÞ ¼
1� 2τ þ 2τ2 − X þ YðX þ τÞ
1� 2τ þ 2τ2 − 2X þ 2X2 ;

ð17Þ

where

τ ¼
�ωD

2ω

�
1=2

X ¼ E0k2

ρð2νω3Þ1=2 Y ¼ E0k
4νρω ; ð18Þ

are dimensionless quantities, and

ω ¼ ðζk3=ρþ gkÞ1=2; ð19Þ

is the dispersion law. E0 denotes the elasticity
modulus ðN=mÞ, ρ ¼ 103 kg=m3 the water density,
ν ¼ 10−6 m2=s2 the kinematic viscosity, ζ ¼ 74×
10−3 N=m the surface tension, g ¼ 9:81m=s2 the ac-
celeration of gravity, and k the surface wavenumber.
Furthermore, ωD is a characteristic pulsation, which,
for soluble films, depends on the diffusional relaxa-
tion, and for insoluble films, depends on the structur-
al relaxation between intermolecular forces.

In Eq. (17), inside �, þ refers to soluble films,
whereas − refers to insoluble films. In conclusion, un-
der this model, yLomb depends on the surface fre-
quency (pulsation) ω or the surface wavenumber k
(related to each other by the dispersion law) and
on the oil parameters fωD;E0g.

According to Lombardini et al. [42], the contami-
nated sea surface height spectrum Scont is related
to the clean sea surface height spectrum Sclean by
the ratio

Scont;Lombðk;u10;ϕ;E0;ωDÞ ¼
Scleanðk;u10;ϕÞ
yLomb;sðk;E0;ωDÞ

: ð20Þ

The term yLomb;s is taken here to deal with more
general cases when the sea surface is only partially
covered in oil. Thus, yLomb;s is related to yLomb by the
relation

yLomb;s ¼ ð1 − F þ F=yLombÞ−1; ð21Þ

with F being the fractional filling factor, i.e., the ratio
of the area covered by film with respect to the consid-
ered total area. In what follows, when dealing with
the contaminated case, we will consider a total cover-
age, i.e., F ¼ 1. Here, for the clean sea height spec-
trum, the sea is assumed to be fully developed and
the Elfouhaily et al. [39] model is used, which is de-
fined as

Scleanðk;u10;ϕÞ ¼ MðkÞ½1þΔðkÞ cosð2ϕÞ�=ð2πÞ; ð22Þ

where MðkÞ and ΔðkÞ are the isotropic and aniso-
tropic parts of the spectrum. They depend on the
wind speed defined at 10m above the sea u10. ϕ
stands for the wind direction. From Eq. (17), it must
be noted that yLomb is assumed to be independent of
the wind direction ϕ.

Here, a sea covered by an insoluble oil film is con-
sidered (for soluble films, see [45], for instance). Then
ωD depends on the structural relaxation between in-
termolecular forces. It must be noted that contrary to
simulations led in [42], which consider organic films,
we have here the case of oil films. This implies that
the simulation parameters of the oil (ωD andE0) to be
used can take a priori different values than the typi-
cal ones in [42]. This was confirmed recently from ex-
periments [46,47] in which it was concluded that the
elasticity values E0 are smaller for oil films than for
organic films and smaller than 10mN=m [46,47].
Moreover, physically, the characteristic pulsation
ωD should be small for insoluble homogeneous oil
films.

Thus, in what follows, two different cases of the
Lombardini et al. damping model [42] will be pre-
sented for the contaminated case, and compared to a
more refined and physical model, namely, the MLB
[28], which is described in the following.
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B. Thickness-Dependent Physical Model: Model of Local
Balance [28]

The Lombardini et al. damping model [40–42], which
was used in previous work for radar applications
[18,45], considers that the sea surface is only par-
tially covered by thin films and, most important, that
wind speed is extremely small u10 < 1m=s [28]. How-
ever, real marine slicks may be large, and when an
impact of oil films on the surface waves is analyzed,
one should take into account wind input, energy
output due to viscosity, wave breaking, nonlinear
wave-wave interaction, and so on. However, in the
cm −mm wave range characteristic, times of non-
linear wave-wave interactions are much larger than
the wind growth rate and the damping coefficient
due to viscosity; see [28]. Thus, in the first assump-
tion, wave-wave interaction can be neglected, and
the wind wave spectrum is assumed to be deter-
mined by local balance of wave energy inputs and
outputs in k space. Such a model is analyzed in
[28], and the spectrum contrast (the ratio between
spectra on the clean and contaminated surfaces) is
defined by the following expression:

yMLB ¼ Scleanðk;u10;ϕÞ
Scontðk;u10;ϕ;H;PPÞ

¼
� βðu�; kÞ − γcleanðkÞ
βðu�; kÞ − γcontðk;H;PPÞ

�
n
;

with
�
n ¼ þ1 if β > γ;
n ¼ −1 if β < γ;

ð23Þ

where βðu�; kÞ is the wind growth rate [48] with u�
the friction velocity, which depends on the wind
velocity u10, γcleanðkÞ ¼ 2νk2 is the wave viscous
damping on the clean surface (with ν the kinematic
viscosity of water), and γcontðk;H;PPÞ is the wave vis-
cous damping on the contaminated surface, covered
by an oil film of thickness H and with physical para-
meters denoted as PP. For monomolecular films
(H ¼ 0), wave viscous damping depends only on
the rheological parameters E0 and ωD of the oil film.
In this case, the wave viscous damping is connected
with the viscous damping coefficient given in the
Lombardini et al. damping model (17) as

γcont ¼ 2νk2 × yLombðk;E0;ωDÞ: ð24Þ

In the general case (H ≠ 0), the wave viscous damp-
ing γcont depends on the film thickness H and on
physical parameters PP: oil volume viscosity νoil, sur-
face (air/oil) and interface (oil/water) tensions σþ and
σ−, respectively, surface and interface elasticities Eþ

and E−, respectively, and viscosities μþ and μ−, re-
spectively [47,49]. In this case, the wave viscous
damping can be described in the frame of a two-layer
liquid model; see Appendix A. The values of the
physical parameters PP obtained from laboratory
and field experiments with oil are located in Table 2;
see [46,47].

The system of linear Navier–Stokes equations
with corrresponding boundary conditions and physi-
cal parameters from Table 2 for a two-layer liquid
[46,47] was numerically calculated for different
upper layer thicknesses H (for more details, see Ap-
pendix A). The obtained wave viscous damping
γcontðk;H;PPÞ was used to calculate the spectrum
contrast (23). Numerous field experiments demon-
strated that the spectrum contrast does not depend
on the angle between the wind direction and the
observation direction ϕ [28]. So in Eq. (23) we use
wind growth rate inwind direction. We used the same
expression for clean sea height spectrum as in Sec-
tion 3.A, Eq. (22) to calculate the spectrum on the
contaminated surface:

Scont;MLBðk;u10;ϕ;H;PPÞ ¼ Scleanðk;u10;ϕÞ
yMLB

: ð25Þ

Thus, the difference between the Lombardini et al.
model and the MLB is that the contaminated spec-
trum Scont ¼ Scont;Lomb [with y ¼ yLomb calculated
from Eq. (17)] depends on E0 and ωD for the Lombar-
dini et al. model, whereas Scont ¼ Scont;MLB [with y ¼
yMLB calculated from Eq. (23)] depends on H and PP
for the MLB.

First, the slope spectrum k2S of the surfaces of
clean and contaminated seas is plotted for two differ-
ent cases of the Lombardini et al. dampingmodel [42]
and compared with the MLB [28] with two different
film thicknesses. Then the RMS slopes of the sur-
faces of clean and contaminated seas are plotted
for wind speeds u10 ranging from 2 to 10 m/s.

C. Slope Spectrum and Slope Variances

In Fig. 4, the slope spectrum isotropic part of a clean
and a contaminated sea surface, k2Sclean ¼ k2MðkÞ
and k2Scont ¼ k2MðkÞ=y, respectively, is plotted ver-
sus the surface wavenumber k. For a contaminated
sea surface, y ¼ yLomb corresponds to the Lombardini
et al. damping model, whereas y ¼ yMLB corresponds
to the MLB. The two different cases of the Lombar-
dini et al. damping model are taken as fωD ¼
0rad=s;E0 ¼ 1mN=mg and fωD ¼ 1 rad=s;E0 ¼
2mN=mg for an insoluble film with F ¼ 1. They
are compared with the MLB for a heavy oil with
viscosity 0:5 cm2=s, having a film thickness of either

Table 2. Values of Physical Parameters PP Obtained from Laboratory and Field Experiments with Oil, Used in Numerical Simulations Presented Here

Oil Volume
Viscosity νoil

Surface Tension
σþ

Interface Tension
σ−

Surface Elasticity
Eþ

Interface Elasticity
E−

Surface Viscosity
μþ

Interface Viscosity
μ−

0:1–0:5 cm2=s 30mN=m 20mN=m 0 5mN=m 0 0
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H ¼ 100 μm orH ¼ 500 μm. These values of the Lom-
bardini et al. model are taken so that the damping
ratio has a similar behavior as the one obtained from
measurements [46,47] and most importantly, to
match with the result of the MLB [28]. The wind
speed is u10 ¼ 6m=s. As expected, it can be seen that
the oil film significantly damps the high frequencies,
which corresponds to the capillary waves.
Compared to higher values of E0, which typically

correspond to organic films, the damping in high fre-
quencies is, in general, weaker for oil films than for
organic films. Moreover, the damping is stronger
for fωD ¼ 1 rad=s;E0 ¼ 2mN=mg than for fωD ¼
0rad=s;E0 ¼ 1mN=mg. More precisely, an increase
of ωD mainly implies a decrease of the slope spectrum
around its maximum, and an increase of E0 mainly
implies a decrease of the high frequencies of the spec-
trum. Then, compared to the MLB results, it can be
concluded that to best match the MLB, the Lombar-
dini et al. damping model must have ωD < 1 rad=s
and be close to 0, as expected. Nevertheless, the best
value of E0 would be hard to determine, as the
Lombardini et al. damping model cannot properly
approximate the MLB values for high frequencies,
highlighting the limitations of this model to deal
with oil films for this typical film thickness.
The simulation results of theMLB for two different

thicknesses H ¼ 100 μm and H ¼ 500 μm show that
an increase of the film thickness H implies, in gen-
eral, a stronger damping of the surface spectrum.
More precisely, the limit surface wavenumber k from
which a (strong) damping of the surface spectrum is
observed decreases. This phenomenon is also true
for an increase of the oil viscosity, corresponding to
heavier fuel oils. In what follows, the impact of the
oil damping on the surface RMS slopes is studied.

From Eq. (22), Bourlier and Berginc [50] showed
that the slope variance σ2sX along the angle ϕ between
wind direction and observation azimuthal direction
(which is usually called wind direction for the sake
of simplicity), is given by

σ2sX ¼ αþ β cosð2ϕÞ; ð26Þ

where

α ¼ 1
2

Z þ∞

0

MðkÞ
y

k2dk; β ¼ 1
4

Z þ∞

0

MðkÞΔðkÞ
y

k2dk;

ð27Þ

with y ¼ yLomb for the Lombardini et al. damping
model and y ¼ yMLB for the MLB. In Fig. 5, the
RMS slopes defined in the upwind direction ϕ ¼ 0,
σsx, and crosswind direction ϕ ¼ π=2, σsy, defined as

σsx ¼
ffiffiffiffiffiffiffiffiffiffiffi
αþ β

p
; σsy ¼

ffiffiffiffiffiffiffiffiffiffiffi
α − β

p
; ð28Þ

of the surfaces of clean and contaminated seas are
plotted versus the wind speed u10, in the range
2–10m=s. The oil film is characterized by the same
parameters as in Fig. 4. In addition, the results are
compared with the Cox and Munk [16] experimental
model, given for a contaminated sea by

�
σ2sx ¼ 0:005þ 0:78 × 10−3u12 � 0:002
σ2sy ¼ 0:003þ 0:84 × 10−3u12 � 0:002

; ð29Þ

where u12 is the wind speed at 12.5 meters above the
sea (the vertical lines represent the error bars of the
Cox and Munk experimental model). In [16], the oil
film is a mixture consisting of 40% used crankcase
oil, 40% diesel oil, and 20% fish oil (with mean oil
film thickness of the order of 20 μm [18]). It is then

Fig. 4. (Color online) Isotropic part of the slope spectrum of clean
and contaminated sea surfaces versus the surface wavenumber k.
For the contaminated sea, two cases of the Lombardini et al. damp-
ing model are compared with two cases of the MLB, with a heavy
oil of viscosity 0:5 cm2=s having a film thickness of H ¼ 100 μm or
H ¼ 500 μm. The wind speed is u10 ¼ 6m=s.

Fig. 5. (Color online) RMS slopes in the x and y directions, σsx
and σsy, of clean and contaminated sea surfaces [with the same
parameters as in Fig. 4] versus the wind speed u10 in the
range 2–10m=s: comparison with the Cox and Munk experimental
model.
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difficult to relate the parameters fωD;E0g of the
Lombardini et al. model in Eq. (17) to this mixture.
The same remark holds for the MLB. It can be seen
that the RMS slope of the contaminated (air/oil and
oil/sea) interfaces is lower than that of the clean air/
sea interface. Nevertheless, the differences are not
very significant: in particular, compared to the Cox
and Munk experimental model [16], the results of
the two cases of Lombardini et al. model are signifi-
cantly higher, especially for the higher wind speeds
u10 and for the RMS slope along the upwind direction
(at the top). The same remark holds for theMLBwith
thickness H ¼ 100 μm, which gives results very close
to the second case of the Lombardini et al. model. A
physical explanation of this difference can be given.
Indeed, the Cox and Munk experimental results [16]
were led for a film which cannot strictly be consid-
ered as oil, as described previously. As a consequence,
the comparison with the Cox and Munk experimen-
tal results is mainly qualitative. The results for the
MLB with a larger thickness H ¼ 500 μm highlight a
good agreement with the Cox and Munk experi-
mental results, and in particular for the y direction
(crosswind). Here, the comparison is also mainly
qualitative, as we compare the films with different
chemical compositions and with a priori not equal
physical behaviors (especially viscosity). Neverthe-
less, this confirms the coherence of the model. More-
over, comparing the two MLB results forH ¼ 100 μm
and H ¼ 500 μm, it confirms the observation done in
Fig. 4: a stronger damping at high surface wave-
number for H ¼ 500 μm implies a stronger damping
of surface slopes, leading to a decrease of the RMS
slopes.
In what follows, for the contaminated sea, the

surface spectrum obtained from the MLB will be con-
sidered.
In the next section, the influence of rough oil films

on rough sea surfaces in the unpolarized emissivity is
calculated and compared with the emissivity of
rough clean sea surfaces.

4. Unpolarized Infrared Emissivity of Clean and
Contaminated Seas

Previously we focused on a flat and planar film. In
this section, let us consider the real case of rough in-
terfaces. The two interfaces of the contaminated sea
are strictly identical and parallel between each other
as depicted in Fig. 6, which is realistic for thin oil

films over sea surfaces (this approach is widely used
for microwave applications [18,51–53]). Following
the results of Section 2 for locally flat surfaces and
by using the results of Section 3 to take the surface
roughness into account (with the MLB for the con-
taminated sea), the behavior of the emissivity of con-
taminated rough seas by comparison with clean
rough seas can be predicted.

A. Description of Method

Since the electromagnetic wavelength λ is much
smaller than the surface mean curvature radius
Rc, the tangent plane approximation (usually called
the Kirchhoff approximation) can be applied. As a
consequence, each interface can be locally replaced
by its infinite tangent plane, at each point of the
rough surface. Thus, the emissivity can be obtained
from the local emissivity for flat interfaces, ϵflatðχÞ ¼
1 −RðχÞ (1), with χ being the local incidence angle.

Moreover, with the electromagnetic wavelength λ
being also much smaller than the surface RMS
height σh, the GOA can be applied. For a single inter-
face, Bourlier [17] calculated the unpolarized emis-
sivity of an anisotropic rough sea by taking the
shadowing effect into account and by neglecting
the multiple reflections that can be involved at the
rough surface. The emissivity depends then on the
unpolarized power reflection coefficient RðχÞ and
on the slope PDF psðγx; γyÞ (with γx and γy being the
local slopes in the upwind and crosswind directions,
respectively), which requires knowledge of the RMS
surface slopes σsx and σsy in the upwind and cross-
wind directions, respectively. Here, Gaussian slope
PDF is assumed, with RMS slopes calculated from
Eqs. (26)–(28), and by considering the MLB for the
contaminated sea.

B. Unpolarized Emissivity

The unpolarized emissivity with shadowing effect of
a single interface is then given by [17]

ϵðθ;ϕÞ ¼ 1
1þΛðθ;ϕÞ

Z þμ

−∞

dγX
Z þ∞

−∞

½1

−RðχÞ�psðγx; γyÞ
�
1 −

γX
μ

�
dγY ; ð30Þ

with χ ≡ χðθ;ϕ; γx; γyÞ being the local incidence angle
(i.e., the angle between the local normal to the sur-
face and the direction of observation), given by the
relation

cos χðθ;ϕ; γx; γyÞ ¼

�
1 − γX

μ

�
cos θ

ð1þ γ2X þ γ2YÞ
1
2

: ð31Þ

fθ ∈ ½0; π=2�;ϕ ∈ ½0; 2π�g stand for the elevation and
azimuthal emission angles, respectively, and μ ¼
cot θ is the observation direction slope. The wind di-
rection is taken as ϕwind ¼ 0. For Gaussian statistics,
the slope PDF ps is given by

Fig. 6. (Color online) Emissivity with multiple reflection from the
contaminated sea: representation of the first three scattered fields
Er;1, Er;2, and Er;3
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psðγx; γxÞ ¼
1

2πσsxσsy
exp

�
−

γ2x
2σ2sx

−
γ2y
2σ2sy

�
: ð32Þ

fγx; γyg are the surface slopes in the upwind and
crosswind directions, respectively, and fσ2sx; σ2syg are
their associated slope variances. fγX ; γYg are the sur-
face slopes along the ϕ direction and the orthogonal
direction, respectively, obtained from fγx; γyg by a ro-
tation of an angle ϕ such that

�
γX ¼ þγx cosϕþ γy sinϕ
γY ¼ −γx sinϕþ γy cosϕ

: ð33Þ

1=ð1þΛÞ corresponds to the propagation shadowing
effect, and the restriction over the integration over
the variable γX , γX < þμ, corresponds to the angular
shadowing effect. For Gaussian statistics, Λ is ex-
pressed as [17]

ΛðvÞ ¼ expð−v2Þ − v
ffiffiffiπp
erfcðvÞ

2v
ffiffiffiπp ;

with v ¼ j cot θjffiffiffi
2

p ½ðσsx cosϕÞ2 þ ðσsy sinϕÞ2�1=2: ð34Þ

In Eq. (30), R is the unpolarized power reflec-
tion coefficient given by Eq. (2). For a clean sea,
fRP;V ;RP;Hg are substituted for fr13;V ; r13;Hg (air/sea
interface).
Thus, for a contaminated sea, the unpolarized

emissivity is also obtained from Eq. (30) with the
same shadowing, but the unpolarized power reflec-
tion coefficient is given by Eq. (15). Then fRP;V ;RP;Hg
are substituted for fR∞;V ;R∞;Hg, where R∞ is ex-
pressed by Eq. (16). Moreover, the RMS slopes in
the PDF slope calculation take different values, as
described previously and illustrated in Fig. 5.
In the numerical results to follow in next section,

the oil film is described by the MLB [28].

5. Numerical Results

A. Comparison Between Rough and Flat Seas

First, let us study the influence of the roughness of
the surfaces in the unpolarized emissivities of clean
and contaminated seas, ϵclean and ϵcont, respectively.
In Fig. 7, ϵclean and ϵcont are plotted with respect to
the emission angle θ, for λ ¼ 10 μm, u10 ¼ 6m=s,
and ϕ ¼ 0. A comparison is also made with the case
of flat surfaces, corresponding to u10 ¼ 0m=s. The
contaminated sea is a heavy oil film of thicknessH ¼
50 μm and viscosity 0:5 cm2=s, described for nonzero
wind speed by the MLB. In Fig. 7(b), the emissivity
relative contrast of the flat case with respect to the
rough case is represented. Also, the horizontal dotted
curve plotted for an emissivity relative contrast of
0.5% corresponds to the limit of detectability of a sen-
sor with 0:3K accuracy.
For a clean sea, as shown by Bourlier et al. (see

Fig. 7 of [17] for more details), for emission angles

smaller than at least 50°, the difference between
the flat and the rough cases is small enough to be ne-
glected. Then, for these emission angles, the emissiv-
ity can be evaluated from the simple flat case. As the
emission angle increases, the emissivity relative con-
trast significantly increases from 70°, owing to the
surface roughness. By contrast, for a contaminated
sea, the difference between the flat and rough cases
is rather significant and cannot be neglected, in
general, for this typical configuration. Indeed, oscil-
lations of the emissivity can be observed with respect
to θ for the flat case, contrary to the rough case where
the oscillations are strongly smoothed and are nearly
invisible. Thus, the emissivity relative contrast is
rather significant in general, and the rough case can-
not be evaluated from the simple flat case. The same
general observations and conclusions between rough
and flat cases can be held for other film thicknesses.
Moreover, as studied more thoroughly in the follow-
ing, there is a general significant difference be-
tween clean and contaminated seas, making the oil
slick detectable.

Figure 8 presents simulation results for the same
parameters as in Fig. 7, except for the wavelength
λ ¼ 3:4 μm. For a clean sea, the same general obser-
vations and conclusions can be led. Here, for a con-
taminated sea, contrary to λ ¼ 10 μm, there is no
oscillation of the emissivity of the flat curve, making
the difference between the flat and rough cases sig-
nificant only for similar emission angles θ to that of
the clean sea. Thus, here, for both cases the differ-
ence between flat and rough curves is significant only
for θ > 70°, and increases rapidly as θ increases. The
same general observations and conclusions between
rough and flat cases can be held for other film thick-
nesses, as the results are the same even for flat sur-
faces of the oil film. Moreover, as can be seen, there is

Fig. 7. (Color online) (a) Unpolarized emissivity of clean and con-
taminated seas and (b) emissivity contrast between clean and con-
taminated seas versus the emission angle θ for λ ¼ 10 μm,
u10 ¼ 6m=s, ϕ ¼ 0. The contaminated sea is a heavy oil film of
thickness H ¼ 50 μm, described by the MLB. A comparison is also
made with the case of flat interfaces, corresponding to u10 ¼ 0m=s.
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a significant difference between clean and contami-
nated seas only for high emission angles, θ ≳ 75°.
The next subsection studies the influence of wind

speed and of the oil film thickness, especially for λ ¼
10 μm (indeed, the oil film thickness does not have a
strong influence at λ ¼ 3:4 μm), the other parameters
(mainly wind direction and oil type) being kept con-
stant. Moreover, in all the following, the influence of
varying the physical parameters on the emissivities
is studied separately, which in practice would corre-
spond to knowing the other parameters.

B. Influence of Wind Speed and of Oil Film Thickness

In Fig. 9, the same variations as in Fig. 7 are plotted,
but for a lower wind speed, u10 ¼ 4m=s. Moreover,
the flat cases are not represented any more, but
different oil film thicknesses are represented,
H ¼ f0; 10; 50; 100; 500g μm. Then the emissivity re-

lative contrast is plotted here in Fig. 9(b) for the con-
taminated case with reference to the clean case. The
horizontal dotted curve corresponding to the limit of
detectability of a sensor with 0:3K accuracy remains.

First, compared to Fig. 7, let us compare the two
curves with right-pointing triangles, which both cor-
respond to the contaminated case with film thickness
H ¼ 50 μm. For the lower wind speed u10 ¼ 4m=s in
Fig. 9, the oscillations of the emissivity are less
smoothed than for u10 ¼ 6m=s in Fig. 7. This con-
firms the fact that the oscillations of the emissivity
that may occur for the contaminated sea with flat
surfaces are increasingly smoothed as the wind
speed increases, because the surface roughness in-
creases. Second, by comparing the results for various
oil thicknesses with the clean sea case, the differ-
ences are, in general, significant, making the oil film
detectable. The case H ¼ 0 is an oil film with zero
thickness, which would physically correspond to a
clean sea whose surface is the same as the ones of
the contaminated sea. Indeed, as explained earlier,
the oil film makes the capillary waves of the surface
damped compared to the clean surface. Then the case
H ¼ 0 highlights the influence of the capillary wave
damping on the emissivity. Thus, the emissivity re-
lative contrast in Fig. 9(b) highlights that this sur-
face wave damping has a significant influence on
the emissivity only for very high emission angles,
θ ≳ 80°. Third, by comparing the different oil film
thicknesses between one another, they have general
different behaviors with respect to the emission an-
gle θ. For the other parameters kept constant (in par-
ticular, wind speed and direction and oil type), which
is equivalent, in practice, to assume them as known,
this makes the distinction between the thicknesses
possible and the oil thickness estimation conceivable,
especially if measurements are made at several
emission angles θ. The distinction is, in general,
easier for the lower thicknesses and for low wind
speeds, because of the oscillations with respect to θ.

In Fig. 10, the same variations as in Fig. 9 are
plotted, but for a higher wind speed, u10 ¼ 8m=s.
Here, compared to the clean sea surface, the damping
of the capillary waves of the contaminated sea sur-
faces is more significant compared to Fig. 9 because
of the higher wind speed. Indeed, as the wind speed
increases from 4m=s to 8m=s, the difference in the
surface RMS surface slopes between clean and con-
taminated seas increases; see Fig. 5. This implies
that the case H ¼ 0 highlights a significantly higher
difference with the clean sea here for u10 ¼ 8m=s
than for u10 ¼ 4m=s. Similarly to what is seen in
in Fig. 9, by comparing the results for various oil
thicknesses with the clean sea case, the differences
are, in general, significant, making the oil film de-
tectable. Moreover, as expected, the oscillations that
appeared in Fig. 9(b) are smoothed here as u10 is in-
creased. Thus, the distinction between the different
thicknesses is a bit more difficult for rather thick
films, like here between H ¼ 50 μm, H ¼ 100 μm,
and H ¼ 500 μm for 15°≲ θ ≲ 75°.

Fig. 8. (Color online) Same parameters as in Fig. 7, except for the
wavelength is λ ¼ 3:4 μm.

Fig. 9. (Color online) (a) Unpolarized emissivity of clean and con-
taminated seas and (b) emissivity contrast between clean and con-
taminated seas versus the emission angle θ for λ ¼ 10 μm,
u10 ¼ 4m=s, and ϕ ¼ 0. The contaminated sea is a heavy oil film
of thicknesses H ¼ f0; 10; 50;100; 500g μm, described by the MLB.
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For the other wavelength λ ¼ 3:4 μm, as explained
in the previous subsection for flat surfaces, the emis-
sivity of a flat contaminated sea does not vary with
the oil film thickness, making the oil thickness esti-
mation impossible at this wavelength for a zero wind
condition, u10 ¼ 0. Moreover, the difference between
clean and contaminated seas is significant only for
high emission angles θ, for which the oil film can
be detected. Nevertheless, for rough surfaces, as illu-
strated in Fig. 11, for the same parameters as in
Fig. 10 except for the wavelength λ ¼ 3:4 μm, the
oil thickness estimation is possible for high emission
angles θ, here for θ ≳ 75°. This is due to the fact that
the hydrodynamic damping modeled by the MLB,
which depends on the oil film thicknessH, influences
the emissivity for high θ. This thickness estimation is
easier for increasing wind speed, because of stronger
hydrodynamic damping. Moreover, one interesting
feature is that for high θ, the emissivity relative con-
trast is directly and only related to the hydrodynamic
damping (through the RMS slopes), making the

thickness estimation not too difficult for moderate
wind speeds as illustrated here.

In conclusion, the oil film detection and quantiza-
tion (i.e., thickness estimation) is, in general, much
easier at λ ¼ 10 μm than at λ ¼ 3:4 μm. The next sub-
section studies the possibility of making the distinc-
tion between different types of oils (here, between
heavy and light oils).

C. Oil Slick Type Characterization

In Fig. 12, the same variations as in Fig. 7 are
plotted, but for both wavelengths λ ¼ f3:4; 10g μm.
Moreover, both heavy (with viscosity 0:5 cm2=s)
and light (with viscosity 0:1 cm2=s) fuel oils are
plotted, in order to study the possibility of oil slick
type characterization. The clean sea cases are not
reported here for the sake of clarity [but implicitly
appear in Fig. 12(b)]. For the lower wavelength λ ¼
3:4 μm, the emissivity relative contrast with the
clean sea is, in general, rather low and could be not
sufficient for oil detection with average-quality sen-
sors. Indeed, it is close to the limit of detectability
given for sensors with 0:3K accuracy, that is to
say 0.5%, except from relatively low-grazing emis-
sion angles θ ≳ 60°, where the relative contrast in-
creases and becomes significant. Moreover, light and
heavy fuel oils are not distinguishable, unless for
very good quality sensors at very low grazing angles
θ ≳ 80°–85°, where small differences appear. By
contrast, for the higher wavelength λ ¼ 10 μm, oil de-
tection is always possible because the emissivity re-
lative contrast is always greater than 2%. Moreover,
light and heavy fuel oils can be distinguished at least
for low or high emission angles, in particular for θ ≲
15° or for θ ≳ 75°.

Thus, it is, in general, much better to work at
λ ¼ 10 μm rather than at λ ¼ 3:4 μm for both oil
slick detection and characterization. Indeed, the

Fig. 10. (Color online) Same parameters as in Fig. 9, except for
the wind speed is u10 ¼ 8m=s.

Fig. 11. (Color online) Same parameters as in Fig. 10, except for
the wavelength is λ ¼ 3:4 μm.

Fig. 12. (Color online) (a) Unpolarized emissivity of contami-
nated seas and (b) emissivity contrast between clean and contami-
nated seas versus the emission angle θ for u10 ¼ 6m=s, ϕ ¼ 0, and
λ ¼ f3:4; 10g μm, and for both light and heavy fuel oils. The con-
taminated sea is of thickness H ¼ 50 μm, described by the MLB.
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characterization is hard at λ ¼ 3:4 μm and possible
only for very high θ, where the hydrodynamic damp-
ing, which is different for the two oil types, has a
direct influence on emissivity (through the RMS
slopes).
Eventually, the last subsection studies the influ-

ence of the observation azimuthal direction with
respect to the wind direction, given by ϕ, on the emis-
sivity of clean and contaminated seas.

D. Influence of Observation Direction

InFig. 13, theunpolarized emissivity of cleanand con-
taminated seas with respect to the observation
direction versus wind direction angle ϕ is plotted
for θ ¼ 80°, u10 ¼ f4; 8gm=s, and λ ¼ 10 μm. The
contaminated sea is a heavy fuel oil (with viscosity
0:5 cm2=s) of thickness H ¼ 50 μm, described by
the MLB.
For a clean sea [17] as well as for a contaminated

sea, Fig. 13 shows that the emissivity is symmetric
with respect to the downwind direction, i.e., ϵðθ; π−
ϕÞ ¼ ϵðθ; π þ ϕÞ. This symmetry can be explained as
follows: the emissivity computed from Eq. (30) de-
pends on the slope γY , because the angle χ and the
slope PDF psðγx; γyÞ≡ psðγX ; γYÞ depend on γY . Inas-
much as the slope γY is much smaller than unity, χ
can be approximated in cos χ as cos χ ≈ ð1 − γX=μÞ×
cos θ=ð1þ γXÞ1=2, which is independent of γY. Thus,
the slope PDF psðγX ; γYÞ can be integrated over γY
to obtain the marginal PDF psðγXÞ, expressed from
Eq. (9) of [17]. The resulting expression of the emissiv-
ity is then {see Eq. (27) of [17] for a clean sea}

ϵðθ;ϕÞ ≈ 1
1þΛðθ;ϕÞ

×
Z þμ

−∞

½1 −RðχÞ�psðγXÞ
�
1 −

γX
μ

�
dγX : ð35Þ

In addition, as the slope PDF psðγXÞ is sym-
metric with respect to the downwind direction, the

emissivity has the same property. The computation
of the emissivity then requires only one numerical
integration.

For ϕ ∈ ½0; 360�°, Fig. 13 shows that the emissivity
varies as a cosine function with a nonzero mean
value [i.e., ϵðθ;ϕÞ ≈ ϵ0ðθÞ þ ϵ2ðθÞ cosð2ϕÞ], where its
minimum occurs in the crosswind directions ϕ ¼
90° and ϕ ¼ 270°, for which the RMS slope σsX ¼ σsy
is minimum. Conversely, its maximum occurs in the
upwind (ϕ ¼ 0°) and downwind (ϕ ¼ 180°) directions,
for which σsX ¼ σsx is maximum. In addition, it can be
seen that ϵðθ; 0Þ ¼ ϵðθ; πÞ and ϵðθ; π=2Þ ¼ ϵðθ; 3π=2Þ
because, for a Gaussian process, the slope PDF is
even. If higher-order statistics is taken into account
like in [17] for a clean sea, the emissivity is more sen-
sitive to the wind direction for high wind speeds. The
emissivity can be modeled with respect to the obser-
vation direction versus wind direction angle ϕ (usual-
ly called wind direction for simplicity) as

ϵðθ;ϕÞ ≈ ϵ0ðθÞ þ ϵ1ðθÞ cosðϕÞ þ ϵ2ðθÞ cosð2ϕÞ; ð36Þ

where fϵ0;1;2ðθÞg can be found from the values of
ϵðθ; 0Þ, ϵðθ; π=2Þ, and ϵðθ; πÞ as

ϵ0ðθÞ ¼ ½ϵðθ; 0Þ þ ϵðθ; πÞ þ 2ϵðθ; π=2Þ�=4; ð37Þ

ϵ1ðθÞ ¼ ½ϵðθ; 0Þ − ϵðθ; πÞ�=2; ð38Þ

ϵ2ðθÞ ¼ ½ϵðθ; 0Þ þ ϵðθ; πÞ − 2ϵðθ; π=2Þ�=4: ð39Þ

ϵ0ðθÞ corresponds to the emissivity of an isotropic
surface, ϵ1ðθÞ corresponds to the asymmetry between
the upwind and the downwind directions [for the
Gaussian statistics considered here, it vanishes be-
cause ϵðθ; 0Þ ¼ ϵðθ; πÞ], and ϵ2ðθÞ corresponds to the
asymmetry between the upwind and the crosswind
directions.

In fact, the anisotropic effect becomes appreciable
for large emission angles. For Gaussian statistics,
Bourlier et al. [17] showed that emissivity can be
fitted as ϵðθ;ϕÞ ¼ ϵ0ðθÞ þ ϵ2ðθÞ cosð2ϕÞ, in which ϵ2ðθÞ
is an increasing function of θ. The same general ob-
servations and conclusions can be held for λ ¼ 3:4 μm.

6. Conclusion

This paper presented the unpolarized emissivity of
thin oil films over anisotropic Gaussian seas based
on the following assumptions:

• The GOA is assumed to be valid.
• The non-Gaussianity of the surfaces is

neglected.
• The multiple reflections at each interface (air/

oil and oil/sea) are neglected.
• The multiple reflections inside the oil film are

taken into account.

Fig. 13. (Color online) Unpolarized emissivity of clean and con-
taminated seas versus the observation direction ϕ for θ ¼ 80°,
u10 ¼ f4; 8gm=s, and λ ¼ 10 μm. The contaminated sea is a heavy
fuel oil of thickness H ¼ 50 μm, described by the MLB.
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• The thin oil film is assumed to be made up of
two strictly identical and parallel interfaces, which
form a local so-called Fabry–Perot interferometer.

Since the refractive index contrast between the oil
and the sea is small (and especially for λ ¼ 3:4 μm,
see Table 1), the incident intensity is mostly trans-
mitted into the sea, which implies that only the first-
order, Er;1, and the second-order, Er;2, reflected fields
[see Fig. 1] contribute to the total reflected field. For
λ ¼ 3:4 μm, only Er;1 contributes to the total reflected
field, owing to the losses inside the oil film.
Since, under the GOA, the emissivity depends on

the slope PDF, the slope variance along the wind di-
rection of the surfaces of a contaminated sea must be
calculated. In this paper, one hydrodynamic model of
surface damping due to the oil film is then studied,
namely the Lombardini et al.model [40–42] and com-
pared with a more refined and physical model,
namely the MLB [28]. The parameters of the Lom-
bardini et al. model are chosen to be consistent with
the results of the MLB but highlight the limitations
of this simple model for oil films.
Then numerical simulations are shown to investi-

gate the influence of the physical parameters (mainly
wind speed, oil film thickness, oil type, as well as
wind direction) on the emissivities of both clean and
contaminated seas. The influence of each parameter
is studied separately by keeping the other param-
eters constant, which, in practice, would correspond
to knowing them. The results show that the emissiv-
ity contrast between a clean sea and a contaminated
sea is significant for λ ¼ 10 μm and increases when
the emission angle increases. It is significant for λ ¼
3:4 μm only for high emission angles. Also, for
λ ¼ 10 μm, the contrast varies with respect to the
oil film thickness mainly because of the interferences
between the two first-order reflected fields Er;1 and
Er;2, allowing oil film thickness estimation. As the
wind speed increases, the surfaces become rougher
and the interferences are smoothed, implying in-
creasingly difficult thickness estimation. Neverthe-
less, at very high emission angles θ and for both
wavelengths, the hydrodynamic damping, which de-
pends on the film thickness, has a strong influence on
the emissivity through the RMS slopes, and in par-
ticular for the higher wind speeds. Thus, it is rather
easy to estimate the film thickness, in particular for
λ ¼ 3:4 μm, for which damping is the only parameter
that influences the emissivity.
Besides, the numerical results show that the emis-

sivity varies nearly insignificantly with the nature of
the oil film (heavy or light) at λ ¼ 3:4 μm (except for
very high θ, because of the hydrodynamic damping),
contrary to λ ¼ 10 μm where significant differences
appear, in particular for low or high emission angles
θ. Thus, oil type characterization is possible mostly
at this latter wavelength. Last, it was observed that
the emissivity has a cosine function behavior with re-
spect to the wind direction.

The method used to obtain the present model can
be applied for the calculation of the reflectivity. In-
deed, like the emissivity, the reflectivity of a single
rough interface depends on the power of Fresnel re-
flection coefficients. Thus, using the same assump-
tions as for the derivation of the emissivity, the
reflectivity of thin films can be obtained from substi-
tuting the Fresnel reflection coefficients of a single
interface for the ones of a thin film.

Calculation of Wave Viscous Damping γcont in Model of
Local Balance

The wave viscous damping was calculated in the
frame of the model of two Newtonian viscous fluid
layers. The motion was assumed in two dimensions
(x; z), nonlinear effects were neglected (see [49]), and
the linearized continuity and momentum equations
in upper and lower layers are

Ux þWz ¼ 0; ðA1Þ

Ut þ Px ¼ ν∇2U; ðA2Þ

Wt þ Pz ¼ ν∇2W; ðA3Þ

with U and W being the horizontal and vertical ve-
locity components, respectively, P is the pressure,
and ν is the volume viscosity. The subscript ð·Þþ refers
to either the upper fluid layer (film) or to the free sur-
face (air/oil), where appropriate, and the subscript
ð·Þ− refers, correspondingly, to either the lower fluid
or to the interface (oil/sea). Other subscripts indicate
partial differentiation with respect to the spatial co-
ordinates x and z and to time t. We use the boundary
conditions for undisturbed levels.

Conditions at the free surface z ¼ H, with H being
the upper layer (film) thickness are

Wþ ¼ Zþt; ðA4Þ

ρþνþðUþz þWþxÞ ¼ Eþξxx þ μþξxxt; ðA5Þ

Pþ − gZ − 2νþWþz þ ðσþ=ρþÞZxx ¼ 0; ðA6Þ

Uþ ¼ ξt; ðA7Þ

with Z being the free surface level, ρ is the density (in
either fluid), Eþ and μþ are the surface elasticity and
viscosity, respectively, ξ is the horizontal fluid parti-
cle displacement, and σþ is the surface tension.

Conditions at the interface z ¼ 0 are

Wþ ¼ W− ¼ Ht; ðA8Þ

Uþ ¼ U−; ðA9Þ

10 April 2010 / Vol. 49, No. 11 / APPLIED OPTICS 2129



ρþνþðUþz þWþxÞ þ E−ξxx þ μ−ξxxt
¼ ρ−ν−ðU−z þW−zÞ; ðA10Þ

ρþðPþ − gZ − 2νþWþzÞ ¼ ρ−ðP− − gH − 2ν−W−zÞ
þ σ−Hxx; ðA11Þ

with E− and μ− being the interface elasticity and vis-
cosity, respectively, and σ− is the interface tension.
Velocities, pressure, and horizontal and vertical

displacements U;W;P;Z;H;… are assumed to be
proportional to expð−ikxþ ntÞ, where k is the wave-
number, n ¼ iω − γ with ω are the wave frequency
(pulsation) and γ is the wave viscous damping; the
depth of the lower fluid is assumed to be infinite.
If all parameters PP (oil volume viscosity νoil, surface
and interface tensions σþ and σ−, respectively, sur-
face and interface elasticities Eþ and E−, respec-
tively, and viscosities μþ and μ−, respectively), the
thickness of the upper layer H, and the wavenumber
k are initially determined, we have two unknown
parameters, ω and γ, which can be obtained as a de-
cision of the system.
When H ¼ 0 (monomolecular film), this system

has a simple well-known decision [42,54,55]. When
the thickness of the upper layer is less than the thick-
ness of the viscous sublayer (H ≪

ffiffiffiffiffiffiffiffi
ν=ω

p
), the expres-

sion of the wave viscous damping is adduced in [49].
Here, since the wind wave spectrum stretch from

meter to millimeters, it is not always correct to use
the approximation H ≪

ffiffiffiffiffiffiffiffi
ν=ω

p
, so we numerically

calculated this system and obtained the dependences
of wave viscous damping on wavenumber for differ-
ent film thicknesses H.
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